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Dear Friends and Colleagues,

We welcome you warmly to Seville, for the Tenth International Conference on Computational and Financial
Econometrics (CFE 2016) and the Ninth International Conference of the ERCIM Working Group on Computational
and Methodological Statistics (CMStatistics 2016). As many of you know, this annual conference has become a
leading joint international meeting at the interface of statistics, econometrics, empirical finance and computing.

The conference aims at bringing together researchers and practitioners to discuss recent developments in compu-
tational methods for economics, finance, and statistics. The CFE-CMStatistics 2016 programme consists of 351
sessions, 5 plenary talks and about 1450 presentations. There are over 1550 participants. This is one to the biggest
meetings of the conference series in terms of number of participants and presentations. The growth of the confer-
ence in terms of size and quality makes it undoubtedly one of the most important international scientific events in
the field.

The co-chairs have endeavoured to provide a balanced and stimulating programme that will appeal to the diverse
interests of the participants. The international organizing committee hopes that the conference venue will provide
the appropriate environment to enhance your contacts and to establish new ones. The conference is a collective
effort by many individuals and organizations. The Scientific Programme Committee, the Session Organizers, the
local hosting universities and many volunteers have contributed substantially to the organization of the conference.
We acknowledge their work and the support of our hosts and sponsors, and particularly University of Seville, Spain.

Looking forward, the CFE-CMStatistics 2017 will be held at the Senate House, University of London and Birkbeck
University of London, UK, from Saturday the 16th to Monday the 18th of December 2017. Tutorials will take place
on Friday the 15th of December 2017. You are invited and encouraged to actively participate in these events.

We wish you a productive, stimulating conference and a memorable stay in Seville.

Ana Colubi, Erricos J. Kontoghiorghes and Herman K. Van Dijk: coordinators of CMStatistics & CFEnetwork.
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CMStatistics: ERCIM Working Group on
COMPUTATIONAL AND METHODOLOGICAL STATISTICS

http://www.cmstatistics.org

The working group (WG) CMStatistics comprises a number of specialized teams in various research areas of computational and
methodological statistics. The teams act autonomously within the framework of the WG in order to promote their own research
agenda. Their activities are endorsed by the WG. They submit research proposals, organize sessions, tracks and tutorials during the
annual WG meetings and edit journal special issues. The Econometrics and Statistics (EcoSta) and Computational Statistics & Data

Analysis (CSDA) are the official journals of the CMStatistics.

Specialized teams

Currently the ERCIM WG has over 1650 members and the following specialized teams

BM: Bayesian Methodology
CODA: Complex data structures and Object Data Analysis

CPEP: Component-based methods for Predictive and Ex-

ploratory Path modeling

DMC: Dependence Models and Copulas

DOE: Design Of Experiments

EF: Econometrics and Finance

GCS: General Computational Statistics WG CMStatistics
GMS: General Methodological Statistics WG CMStatistics
GOF: Goodness-of-Fit and Change-Point Problems
HDS: High-Dimensional Statistics

ISDA: Imprecision in Statistical Data Analysis

LVSEM: Latent Variable and Structural Equation Models

MCS: Matrix Computations and Statistics

MM: Mixture Models

MSW: Multi-Set and multi-Way models

NPS: Non-Parametric Statistics

OHEM: Optimization Heuristics in Estimation and Modelling
RACDS: Robust Analysis of Complex Data Sets

SAE: Small Area Estimation

SAET: Statistical Analysis of Event Times

SAS: Statistical Algorithms and Software
SEA: Statistics of Extremes and Applications
SFD: Statistics for Functional Data

SL: Statistical Learning

SSEF: Statistical Signal Extraction and Filtering
TSMC: Times Series Modelling and Computation

You are encouraged to become a member of the WG. For further information please contact the Chairs of the specialized groups (see

the WG’s website), or by email at info@cmstatistics.org.

CFEnetwork
COMPUTATIONAL AND FINANCIAL ECONOMETRICS
http://www.CFEnetwork.org

The Computational and Financial Econometrics (CFEnetwork) comprises a number of specialized teams in various research areas
of theoretical and applied econometrics, financial econometrics and computation, and empirical finance. The teams contribute to
the activities of the network by organizing sessions, tracks and tutorials during the annual CFEnetwork meetings, and by submitting
research proposals. Furthermore the teams edit special issues currently published under the Annals of CFE. The Econometrics and

Statistics (EcoSta) is the official journal of the CFEnetwork.

Specialized teams

Currently the CFEnetwork has over 1000 members and the following specialized teams

AE: Applied Econometrics
BE: Bayesian Econometrics
BM: Bootstrap Methods

CE: Computational Econometrics

ET: Econometric Theory
FA: Financial Applications
FE: Financial Econometrics

TSE: Time Series Econometrics

You are encouraged to become a member of the CFEnetwork. For further information please see the website or contact by email at

info@cfenetwork.org.
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TUTORIALS, MEETINGS AND SOCIAL EVENTS

WINTER SCHOOL AND TUTORIALS

The COST Action CRoNoS Winter Course on Econometrics and Statistics takes place on Tuesday 6th to Thursday 8th December 2016 at La
Cartuja Sports Residence. The courses on Thursday are also designated as tutorials of the conference. The first tutorial is given by Prof. Elvezio
Ronchetti (Higher-Order Asymptotic Methods in Statistics and Econometrics) at 9:00-13:30. The second tutorial is given by Prof. Jean-Marie
Dufour (Nuisance parameters, plug-ins and C(a) tests in statistics and econometrics) at 15:00 - 19:30.

SPECIAL MEETINGS by invitation to group members
e The CSDA Editorial Board lunch meeting will take place on Friday 9th of December 2016, 13:00-14:15.

e The Econometrics and Statistics (EcoSta) Editorial Board lunch meeting will take place on Saturday 10th of December 2016, 13:00-14:15.
e The COST Action CRONOS meeting will take place on Saturday 10th December 2016, 18:30-19:15, Room 002.

SOCIAL EVENTS

o The coffee breaks will take place at the Hall of the venue. You must have your conference badge in order to attend the coffee breaks.

o Welcome Reception, Friday 9th of December 2016, from 20:00-21:30. The Welcome Reception is open to all registrants and accompanying
persons who have purchased a reception ticket. It will take place at the hotel TRYP Sevilla Macarena (see map at page VIII). Conference
registrants must bring their conference badge and ticket and any accompanying persons should bring their reception tickets in order to attend
the reception. Preregistration is required due to health and safety reasons, and limited capacity of the venue. Entrance to the reception venue
will be strictly allowed only to those who have a ticket.

o Conference Dinner, Saturday 10th of December, from 20:30 to 23:30. The conference dinner is optional and registration is required. It will
take place at the hotel TRYP Sevilla Macarena (see map at page VIII). Conference registrants and accompanying persons should bring their
conference dinner tickets in order to attend the conference dinner.

o Conference Buffet Lunches. The conference lunches are optional and registration is required. The Buffet Lunch will be arranged at the Hall
of the venue on 9th, 10th and 11th of December 2016. Conference registrants and accompanying persons should bring their conference lunch
tickets in order to attend the conference lunches.

GENERAL INFORMATION

Addresses of venues
e Higher Technical School of Engineering of Seville, Camino de los Descubrimientos, s/n, 41092 Seville, Spain.
e La Cartuja Sports Residence, Glorieta de Beatriz Manchon, s/n, 41092 Seville, Spain.

Registration
The registration will be open on Thursday 8th December 2016 at the tutorials’ venue, La Cartuja Sports Residence. The remaining days, that is,
from Friday 9th of December to Sunday 11th of December 2016 the registration will take place at the Hall of the conference venue.

Lecture rooms
The paper presentations will take place at the Higher Technical School of Engineering of Seville, Spain (see map in page X). The different rooms
are shown in the following floor plans of the venue. We advise that you visit the venue in advance. The opening, keynote and closing talks will
take place at the Auditorium.

Presentation instructions

The lecture rooms will be equipped with a PC and a computer projector. The session chairs should obtain copies of the talks on a USB stick before
the session starts (use the lecture room as the meeting place), or obtain the talks by email prior to the start of the conference. Presenters must
provide the session chair with the files for the presentation in PDF (Acrobat) or PPT (Powerpoint) format on a USB memory stick. This must be
done at least ten minutes before each session. Chairs are requested to keep the sessions on schedule. Papers should be presented in the order they
are listed in the programme for the convenience of attendees who may wish to go to other rooms mid-session to hear particular papers. In the
case of a presenter not attending, please use the extra time for a break or a discussion so that the remaining papers stay on schedule. The PC in
the lecture rooms should be used for presentations. An IT technician will be available during the conference and should be contacted in case of
problems.

Posters
The poster sessions will take place at the Hall of the venue. The posters should be displayed only during their assigned session. The authors will
be responsible for placing the posters in the poster panel displays and removing them after the session. The maximum size of the poster is A0.

Internet Connection
Participants from any eduroam-enabled institution should use the Eduroam service in order to obtain access to Internet. For participants without
Eduroam access, there will be limited accounts for wireless Internet connection at the main venue. You will need to have your own laptop in order
to connect to the Internet. The username and password for the wireless Internet connection can be obtained by the IT desk which will be located
next to the registration desk.

Information and messages
You may leave messages for each other on the bulletin board by the registration desks. General information about restaurants, useful numbers, etc.
can be obtained from the registration desk.

Exhibitors
Elsevier and Springer.
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Map of the venue and nearby area
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Higher Technical School of Engineering - Ground Floor
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Higher Technical School of Engineering - Mezzanine 1
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Higher Technical School of Engineering - First Floor
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Higher Technical School of Engineering - Second Floor
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PUBLICATION OUTLETS

Econometrics and Statistics (EcoSta)
http://www.elsevier.com/locate/ecosta

Econometrics and Statistics (EcoSta), published by Elsevier, is the official journal of the networks Computational and Financial Econometrics and
Computational and Methodological Statistics. It publishes research papers in all aspects of econometrics and statistics and comprises two sections:

Part A: Econometrics. Emphasis is given to methodological and theoretical papers containing substantial econometrics derivations or showing a
potential of a significant impact in the broad area of econometrics. Topics of interest include the estimation of econometric models and associated
inference, model selection, panel data, measurement error, Bayesian methods, and time series analyses. Simulations are considered when they
involve an original methodology. Innovative papers in financial econometrics and its applications are considered. The covered topics include
portfolio allocation, option pricing, quantitative risk management, systemic risk and market microstructure. Interest is focused as well on well-
founded applied econometric studies that demonstrate the practicality of new procedures and models. Such studies should involve the rigorous
application of statistical techniques, including estimation, inference and forecasting. Topics include volatility and risk, credit risk, pricing models,
portfolio management, and emerging markets. Innovative contributions in empirical finance and financial data analysis that use advanced statistical
methods are encouraged. The results of the submissions should be replicable. Applications consisting only of routine calculations are not of interest
to the journal.

Part B: Statistics. Papers providing important original contributions to methodological statistics inspired in applications are considered for this
section. Papers dealing, directly or indirectly, with computational and technical elements are particularly encouraged. These cover developments
concerning issues of high-dimensionality, re-sampling, dependence, robustness, filtering, and, in general, the interaction of mathematical methods,
numerical implementations and the extra burden of analysing large and/or complex datasets with such methods in different areas such as medicine,
epidemiology, biology, psychology, climatology and communication. Innovative algorithmic developments are also of interest, as are the computer
programs and the computational environments that implement them as a complement.

The journal consists, preponderantly, of original research. Occasionally, review and short papers from experts are published, which may be
accompanied by discussions. Special issues and sections within important areas of research are occasionally published. The journal publishes as a
supplement the Annals of Computational and Financial Econometrics.

Call For Papers Econometrics and Statistics (EcoSta)
http://www.elsevier.com/locate/ecosta

Papers containing novel components in econometrics and statistics are encouraged to be submitted for publication in special peer-reviewed, or
regular issues of the new Elsevier journal Econometrics and Statistics (EcoSta) and its supplement Annals of Computational and Financial Econo-
metrics. The Econometrics and Statistics (EcoSta) is inviting submissions for the special issues with deadline for submissions the 30th January
2017:

(Part A: Econometrics) Annals of Computational and Financial Econometrics

o (Part A: Econometrics) Special Issue on Forecast combinations.

(Part A: Econometrics) Special Issue on Risk management.

(Part B: Statistics) Special Issue on Quantile regression and semiparametric methods.

(Part B: Statistics) Special Issue on Statistics of extremes and applications.

Papers should be submitted using the Elsevier Electronic Submission tool EES: http://ees.elsevier.com/ecosta (in the EES please select the appro-
priate special issue). For further information please consult http://www.cfenetwork.org or http://www.cmstatistics.org.

Call For Papers Computational Statistics & Data Analysis (CSDA)

http://www.elsevier.com/locate/csda

Papers containing strong computational statistics, or substantive data-analytic elements can also be submitted to special peer-reviewed, or regular
issues of the journal Computational Statistics & Data Analysis (CSDA). The CSDA is planning for 2016 the following special issues with deadline
for paper submissions the 30th June 2017:

e High-dimensional and functional data analysis

4th Special Issue on advances in mixture models
e Special Issue on Biostatistics

e 4th Special Issue on matrix computations and statistics

Papers should be submitted using the Elsevier Electronic Submission tool EES: http://ees.elsevier.com/csda (in the EES please select the appropriate
special issue). Any questions may be directed via email to: csda@dcs.bbk.ac.uk.
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Friday 09.12.2016  08:40 - 09:30 Room: Auditorium  Chair: Robert Serfling Keynote 1

Of quantiles and expectiles: Consistent scoring functions, mixture representations, and forecast rankings
Speaker:  Tilmann Gneiting, University of Heidelberg, Germany Werner Ehm, Alexander Jordan, Fabian Krueger

In the practice of point prediction, it is desirable that forecasters receive a directive in the form of a statistical functional. For example, forecasters
might be asked to report the mean or a quantile of their predictive distributions. When evaluating and comparing competing forecasts, it is then
critical that the scoring function used for these purposes be consistent for the functional at hand, in the sense that the expected score is minimized
when following the directive. We show that any scoring function that is consistent for a quantile or an expectile functional, respectively, can be
represented as a mixture of elementary or extremal scoring functions that form a linearly parameterized family. Scoring functions for the mean
value and probability forecasts of binary events constitute important examples. The extremal scoring functions admit economic interpretations
in terms of betting and investment problems.The mixture representations allow for simple checks of whether a forecast dominates another, in the
sense that it is preferable under any consistent scoring function. Plots of the average scores with respect to the extremal scoring functions, which
we call Murphy diagrams, permit detailed comparisons of the relative merits of competing forecasts.

Friday 09.12.2016  10:05 - 10:55 Room: Auditorium  Chair: Richard Luger Keynote 2

Exogeneity tests, weak identification, incomplete models and instrumental variables: Identification-robust inference
Speaker:  Jean-Marie Dufour, McGill University, Canada

Recent work is reviewed on exogeneity tests in the presence of possibly weak identification, incomplete models, and non-Gaussain errors. Af-
ter reviewing the finite-sample theory, we study the asymptotic distribution of Durbin-Wu-Hausman (DWH) and Revankar-Hartley (RH) tets for
exogeneity, and the properties of pretest estimators where ordinary least squares (OLS) or two-stage least squares (2SLS) estimator is selected de-
pending on the outcome of a DWH- or RH-type test. We consider linear structural models where structural parameters may not be identified and we
provide a large-sample analysis of the distribution of the DWH and RH statistics under both the null (exogeneity) and the alternative (endogeneity)
hypotheses. Under exogeneity, the usual asymptotic 2 critical values are applicable, with or without weak instruments. So, DWH and RH tests
are asymptotically identification-robust. A necessary and sufficient condition is given under which all tests are consistent under endogeneity. The
condition holds when the usual rank condition for identification in this type of models is satisfied. The consistency condition also holds in a wide
range of cases where model identification fails. This is the case when at least one structural parameter is identified. An analysis of the bias and
mean squares errors is presented for the pretest estimators. Conditions under which OLS may be preferred to an alternative 2SLS estimator are
provided. Empirical results are discussed.

Saturday 10.12.2016  18:25 - 19:15 Room: Auditorium  Chair: Helmut Herwartz Keynote 3

Structural vector autoregressions with heteroskedasticity: A review of different volatility models
Speaker: Helmut Luetkepohl, DIW Berlin and Freie Universitaet Berlin, Germany Aleksei Netsunajev

Changes in residual volatility are often used for identifying structural shocks in vector autoregressive (VAR) analysis. A number of different models
for heteroskedasticity or conditional heteroskedasticity are proposed and used in applications in this context. The different volatility models are
reviewed and their advantages and drawbacks are indicated. An application investigating the interaction between U.S. monetary policy and the
stock market illustrates the related issues.

Sunday 11.12.2016  12:15 - 13:05 Room: Auditorium  Chair: Peter Rousseeuw Keynote 4

Higher-order robust inference
Speaker:  Elvezio Ronchetti, University of Geneva, Switzerland

Robust statistics develops statistical procedures which are still reliable in the presence of small deviations from the assumed model. Their statistical
properties are typically based on approximations obtained by first-order asymptotic theory. However, when the sample size is moderate to small
or even in large samples when probabilities in the tails are required, first-order asymptotic analysis is often too inaccurate. We review a class of
techniques which combine robustness and higher-order accuracy. They are derived using saddlepoint methods and provide robust tests for testing
hypotheses on the parameters and for overidentification which are second-order correct in terms of relative error. Their nonparametric versions are
linked to empirical likelihood methods and exhibit good accuracy in finite samples even in the presence of model misspecifications. The theory is
illustrated in several important domains, including generalized linear models, quantile regression, composite likelihood, measurement error models,
indirect inference, and time series in the frequency domain.

Sunday 11.12.2016 ~ 18:10 - 19:00 Room: Auditorium  Chair: Hedibert Lopes Keynote 5

Statistics for high-frequency observations of a stochastic process
Speaker:  Jean Jacod, Universite Paris VI, France

It is often the case that one has to do statistical inference for a stochastic process, based on the observation of a single path of the process, at discrete
times and over a finite time interval: in such a framework, estimating the law of the process is usually not feasible, but it is often the case that one
can still have reasonable estimators, even consistent ones as the observation frequency increases, for some specific characteristics of the process.
We will start with a quick review of those characteristics that can be consistently estimated within this framework, versus those which cannot.
Then, restricting our attention to the estimation of the volatility in the case of an Ito semimartingale, we will explain some recent developments and
new results, including statements about the rate-optimality and in some cases asymptotic efficiency.
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EO439 Room S23 STATISTICS CHALLENGES FOR COMPLEX LARGE DATA Chair: Annie Qu

EOO0153: Method of divide-and-combine in regularized generalized linear models for big data

Presenter:  Peter Song, University of Michigan, United States

Co-authors: Lu Tang, Ling Zhou

When a data set is too big to be analyzed entirely once by one computer, the strategy of divide-and-combine (or division-and-conquer, MODAC)
has been the method of choice to overcome the computational hurdle. Although random data partition has been widely adopted, there is lack
of clear theoretical justification and practical guidelines to combine results obtained from separately analyzed sub-datasets, especially when a
regularization method such as LASSO is utilized for variable selection in the generalized linear model regression. We develop a new strategy to
combine separately regularized estimates of regression parameters by means of the confidence distributions of biased corrected estimators. We
first establish the theory for the construction of the confidence distribution and then show that the resulting MODAC estimator enjoys the Fishers
efficiency, the efficiency of the maximum likelihood estimator obtained from the analysis of entire data once. Furthermore, using the MODAC
estimator we propose a variable selection procedure, which is compared analytically and numerically via extensive simulations with the existing
majority-voting method and the gold standard of one-time entire data analysis.

EO0163: Analysis of generalized semiparametric mixed varying-coefficient effects model for longitudinal data

Presenter:  Yanqing Sun, University of North Carolina at Charlotte, United States

Co-authors: Li Qi, Peter Gilbert

The generalized semiparametric mixed varying-coefficient effects model for longitudinal data that can flexibly model different types of covariate
effects. Different link functions can be selected to provide a rich family of models for longitudinal data. The mixed varying-coefficient effects
model accommodates constant effects, time-varying effects, and covariate-varying effects. The time-varying effects are unspecified functions of
time and the covariate-varying effects are nonparametric functions of a possibly time-dependent exposure variable. We develop the semiparametric
estimation procedure by using local linear smoothing and profile weighted least squares estimation techniques. The method requires smoothing
in two different and yet connected domains for time and the time-dependent exposure variable. The estimators of the nonparametric effects are
obtained through aggregations to improve efficiency. The asymptotic properties are investigated for the estimators of both nonparametric and
parametric effects. Some hypothesis tests are developed to examine the covariate effects. The finite sample properties of the proposed estimators
and tests are examined through simulations with satisfactory performances. The proposed methods are used to analyze the ACTG 244 clinical trial
to investigate the effects of antiretroviral treatment switching in HIV infected patients before and after developing the codon 215 mutation.

EO1033: Regularized estimation of a mix VAR model

Presenter:  Jiahe Lin, University of Michigan, United States

Co-authors: George Michailidis

The association between the stock market and macroeconomic variables is an important component in an economy’s behavior over time. To study
the nature of such association, we consider a vector-autoregressive model, where the macroeconomic variables not only depend on their past values,
but are also Granger-caused by the past values of the log-returns of stocks through a low-rank matrix that encodes the basis. The latter in turn
follow their own vector-autoregressive models with a sparse transition matrix. We consider a maximum-likelihood formulation of the problem with
proper regularizations in the high-dimensional setting, and propose an iterative algorithm to solve the optimization problem: for each iteration,
we sequentially estimate the low rank matrix and the sparse matrix, and iterate until convergence. Theoretical properties of the algorithm are also
studied, taking advantage of the decomposability of the regularizers and the convexity of the objective function. The performance of the model is
evaluated on synthetic and real data sets.

EO0251 Room 301 THEORY AND METHODS FOR STATISTICAL MODELS WITH COMPLEX DEPENDENCE Chair: Pramita Bagchi

EO0276: Likelihood inference for large stochastic blockmodels with covariates

Presenter: Sandipan Roy, University College London, United Kingdom

Co-authors: Yves Atchade, George Michailidis

A covariate blockmodeling framework is introduced which is in the class of blockmodels that has been widely used in analysing social networks.
We introduce a model that captures observations coming from a stochastic blockmodel with certain number of covariates. We devise a novel
algorithm based on case-control approximation of the log-likelihood along with a subsampling approach. Our algorithm is based on dividing the
subsamples in several cores and then using a single communication among the cores after every iteration. In each core we use a Monte-Carlo EM
type algorithm for parameter estimation and latent node label updates. We compare our method with some other methods available for community
detection in blockmodels. We also provide an application of our algorithm to a real world network comprising a collection of Facebook profiles
with few specific covariates.

EO0480: Large sample behaviour of high dimensional autocovariance matrices

Presenter: Monika Bhattacharjee, University of Florida, United States

Co-authors: Arup Bose

The existence of limiting spectral distribution (LSD) of the symmetric sum of the sample autocovariance matrix is known when the observations
are from an infinite dimensional vector linear process with appropriate (strong) assumptions on the coefficient matrices. Under significantly weaker
conditions, we prove, in a unified way, that the LSD of any symmetric polynomial in these matrices exists. Our approach is through the more
intuitive algebraic method of free probability in conjunction with the method of moments. Thus, we are able to provide a general description for
the limits in terms of some freely independent variables. All the previous results follow as special cases. We suggest statistical uses of these LSD
and related results in order determination and white noise testing.

EO0763: Testing for white noise in functional time series

Presenter: Pramita Bagchi, Ruhr University Bochum, Germany

Co-authors: Vaidotas Characiejus, Holger Dette

The aim is to propose a simple procedure for white noise testing of a functional time series. Our approach is based on an explicit representation of
the L?-distance between the spectral density operator and its best (L?)-approximation by a spectral density operator corresponding to a white noise
process. The estimation of this distance can be easily accomplished by sums of periodogram kernels and its shown that an appropriately standardized
version of the estimator is asymptotically normal distributed under the null hypothesis (of functional white noise) and under the alternative. As a
consequence we obtain a very simple test (using the quantiles of the normal distribution) for the hypothesis of a white noise functional process.
In particular the test does neither require the estimation of a long run variance (including a fourth order cumulant) nor resampling procedures
to calculate critical values. Moreover, in contrast to all other methods proposed in the literature our approach also allows to test for “relevant”

2 © CFE and CMStatistics networks. All rights reserved.



Friday 09.12.2016  09:40 - 10:55 CFE-CMStatistics 2016 Parallel Session B — CMStatistics

deviations from white noise and to construct confidence intervals for a measure which measures the deviation of the underlying process from a
functional white noise process.

EO135 Room 103 LATENT VARIABLE MODELS FOR BIOSTATISTICAL APPLICATIONS Chair: Huazhen Lin

EO0340: Bayesian regularized multivariate generalized latent variable models

Presenter: Xiangnan Feng, The Chinese University of Hong Kong, China

Co-authors: Hao-Tian Wu, Xinyuan Song

A multivariate generalized latent variable model is considered to investigate the effects of observable and latent explanatory variables on multiple
responses of interest. Various types of correlated responses, such as continuous, count, ordinal, and nominal variables, are considered in the
regression. A generalized confirmatory factor analysis model that is capable of managing mixed-type data is proposed to characterize latent
variables via correlated observed indicators. In addressing the complicated structure of the proposed model, we introduce continuous underlying
measurements to provide a unified model framework for mixed-type data. We develop a multivariate version of the Bayesian adaptive least absolute
shrinkage and selection operator procedure, which is implemented with a Markov chain Monte Carlo (MCMC) algorithm in a full Bayesian context,
to simultaneously conduct estimation and model selection. The empirical performance of the proposed methodology is demonstrated through a
simulation study. An application of the proposed method to a study of adolescent substance abuse based on the National Longitudinal Survey of
Youth is presented.

EO0674: A latent variable regression model for assessing mixed type biomarkers

Presenter: Zheyu Wang, Johns Hopkins University, United States

Co-authors: Krisztian Sebestyen, Sarah Monsell

The purpose is to present a model-based clustering method via finite mixture modeling framework for mixed typed manifest variables with possible
differential covariates. It is motivated by research questions in Alzheimer’s disease (AD) with aims: to evaluate the accuracy of imaging biomarkers
in AD prognosis, and to integrate biomarker information and standard clinical test results into the diagnoses. One challenge in such biomarker
studies is that it is often desired or necessary to conduct the evaluation without relying on clinical diagnoses or some other standard references.
This is because 1) biomarkers may provide prognostic information long before any standard reference can be acquired; 2) these references are often
based on or provide unfair advantage to standard tests. Therefore, they can mask the prognostic value of a useful biomarker, especially when the
biomarker is much more accurate than the standard tests. In addition, the biomarkers and existing tests may be of mixed type and vastly different
distributions. We present a model-based clustering method to evaluate the prognostic value of biomarkers in addition to standard tests without
relying on potentially inaccurate reference diagnoses. Maximum likelihood parameter estimation is carried out via the EM algorithm. Accuracy
measures and the ROC curves of the biomarkers are derived subsequently. Finally, we illustrate the method with a real example in AD.

EO1041: Measurement error correction through shrinkage estimation in multilevel imaging analysis

Presenter: Haochang Shou, University of Pennsylvania, United States

Co-authors: Ani Eloyan, Amanda Mejia, Mary Beth Nebel, James Pekar, Stewart Mostofsky, Brian Caffo, Martin Lindquist, Ciprian Crainiceanu
Imaging data as high-dimensional and complex measurements are known to be observed with errors that come from multiple sources. Such
errors include both random noises and systematic errors that are spatially correlated. With relatively small sample size in most of the study and
limited availability of replicates for each participant, statistical inference made based on imaging data with errors might induce bias. We extend
the shrinkage estimation idea in imaging data that was previously proposed to scalar-on-function regression setting and generalize the regression
calibration in scalar case to functional regression. By shrinking the individual image towards population average image on the levels of individual
voxels, local neighbors and the whole brain, we are able to calibrate the spatially dependent regression coefficient via the estimated attenuation
ratio. Simulation studies show that the proposed approaches are able to reduce the data noise via borrowing information from the population
image, and preserve the subject-specific image features. We have evaluated our methods on seed-based connectivity maps that are calculated using
resting-state functional MRI from 21 healthy volunteers (publicly known as ‘Kirby21” dataset). Our results have shown that we achieve substantial
improvements in mean square errors for prediction, as compared to using one replicate only.

EO605 Room S22 DEALING WITH UNOBSERVED HETEROGENEITY IN COMPONENT-BASED METHODS Chair: Laura Trinchera

EO0505: Mixture of coalesced distributions for high-dimensional data clustering

Presenter:  Cristina Tortora, San Jose State University, United States

Co-authors: Paul McNicholas

Finite mixture models assume that a population is a convex combination of densities; therefore, they are well suited for clustering applications.
The use of flexible density distributions allows one to find clusters of different shapes. The generalized hyperbolic distribution (GHD) is a flexible
distribution capable of handling skewness and heavy tails, and has many well known distributions as special or limiting cases. The multiple scaled
generalized hyperbolic distribution (MSGHD) is obtained by decomposing the generalized hyperbolic distribution component scale matrix using
the eigen-decomposition and adding a multidimensional weight function. The mixture of coalesced generalized hyperbolic distribution (MCGHD)
arises by merging the GHD and MSGHD with common model parameters, adding more flexibility. The drawback of high flexibility is a high
parametrization, the number of parameters is proportional to the number of variables. Therefore, the mentioned methods are not well suited for
high dimensional data clustering. We introduce a parsimonious version of the three models based on the principal components analysis. The
transformed methods have good clustering performance on high-dimensional data.

EO0650: PATHMOX segmentation tree for discovering different models present in data: Application in alumni satisfaction

Presenter: Giuseppe Lamberti, Universitat Politecnica de Catalunya UPC, Spain

Co-authors: Laura Trinchera, Tomas Aluja

Measuring satisfaction in higher education has became an essential issue for the university institutions. Competition among a growing number of
institutions and learning organizations is sharpening the desire of institutions to deliver high quality service in order to attract and retain students.
In this context, shaping good models adapted to students perceptions has become essential. The Partial Least Squares Path Modeling (PLS-PM)
approach constitutes a reference methodology to analyze the students preferences. We present a study on the evaluation of alumni satisfaction in
university ICT schools, three years after their graduation. Our aim is to ascertain which are the most important drivers of young ICT professionals
regarding their perception of the school curriculum. Also we want emphasize the importance of taking into account the heterogeneity of alumni to
show how can vary the satisfaction drivers when we consider different segments of them.

EO1680: Comparing methods for discovering unobserved heterogeneity in PLS-PM: A Monte Carlo study

Presenter:  Giorgio Russolillo, CNAM, France

Co-authors: Laura Trinchera

PLS Path Modeling assumes homogeneity among the observed units. In particular a unique model, i.e. the global model, is estimated for the whole
dataset. Real data are often affected by unobserved heterogeneity: A unique model may hide important differences. Looking for homogeneous
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groups is primordial for such datasets. Response-based Unit Segmentation (REBUS-PLS) and PLS prediction-oriented segmentation (PLS-POS)
are two recent approaches for dealing with unobserved heterogeneity in PLS path models. Those two methods share a common idea: both aim
at identifying group-specific models with an higher predicting capability compared to the global model. We present a Monte Carlo simulation
study for comparing REBUS-PLS and PLS-POS in terms of both prediction and parameter recovering. Moreover we asses their pertinence for
high-dimensional data in terms of computational time and robustness of the results.

EO181 Room 308B DECISION CRITERIA IN CLINICAL DEVELOPMENT Chair: Simon Kirby

EO0549: Quantitative decision making: One step further

Presenter: Richardus Vonk, Bayer Pharma AG, Germany

Statistical sciences are currently moving into the focus of early applied pharmaceutical research. The high costs and long duration of clinical
development, paired with high levels of attrition, require the quantification of the risk when moving from early to late stage clinical development.
In addition to the regulatory requirements, statistics and statistical thinking are integral parts of the internal decision making processes, particularly
in early clinical development. The focus is on innovative statistical methods in different areas of early drug development that facilitate quantitative
rather than qualitative decision making. We describe applications of (Bayesian) statistical techniques to improve decision making and decrease trial
sizes. Furthermore, we explain how we implement this new way of thinking into our organization.

EO0863: Decision criterion in drug development: Beyond statistical significance

Presenter: Andy Grieve, Icon PLC, United Kingdom

The mandatory use of statistics in the drug approval process introduced by the FDA in the 1960s was followed by four decades of the use of
statistical significance as almost a sine qua non of marketing authorisation. The impact of this requirement on the whole drug development process
in my view has been negative, with clinical researchers and sponsors relying on statistical significance to support their decision making in all
phases. More recently there has been an increased interest in the use of decision criteria, above and beyond pure significance, to support decision
making in early phase studies. We review these developments against the background of a greater use of Bayesian and/or predictive approaches in
drug development.

EO0606: Establishing decision rules for an early signal of efficacy design strategy in clinical development

Presenter:  Simon Kirby, Pfizer, United Kingdom

An early signal of efficacy design strategy in clinical development is the use of a small clinical trial for the first trial of efficacy with three possible
outcomes: acceleration of development of a compound; pausing of a compound before further staged investment to assess its potential; and killing
a compound, i.e. stopping development of a compound. A key consideration is how decision rules should be set for individual trials to give
desired portfolio level performance. We consider some portfolio level criteria and see which decision rules fulfill these criteria for conjectured prior
distributions for the efficacy of a portfolio of new compounds.

EO059 Room 217 NON-REGULAR STATISTICAL MODELS Chair: Serguei Dachian

EO0565: Multiple cusp estimation in regression models

Presenter: Maik Doering, University of Hohenheim, Germany

The problem of estimating the locations of cusps in a regression model is considered. That means, we focus on regression functions, which are
continuous, but not differentiable at a known number of unknown locations. We investigate the consistency with increasing sample size of the least
squares estimates of the locations of the cusps. It turns out that the rates of convergence depend on the order of smoothness at the locations of the
cusps and that our estimator converges to a maximizer of a Gaussian process. For a small order of smoothness at the cusps the least squares estimator
for the location of the cusps shows a non-regular asymptotic. That means, we have not the asymptotic normality property, but a representation of
the limit distribution as maximizer of a fractional Brownian motion with drift. In order to get confidence intervals for the least squares estimator
the limit distribution will be simulated.

EO0540: On hypotheses testing for Poisson processes: Regular and singular cases

Presenter:  Serguei Dachian, Universite Lille, France

The problem of hypothesis testing is considered in the situation where the first hypothesis is simple and the second one is local one-sided composite.
We describe the choice of the thresholds and the power functions of different tests when the intensity function of the observed inhomogeneous
Poisson process is either regular, or has a singularity of one of the two following types: cusp and discontinuity. The asymptotic results are illustrated
by numerical simulations.

EC1683: A linear mixed model approach to build a calibration function from change points

Presenter: Ehidy Karime Garcia Cruz, National University of Colombia, Colombia

Co-authors: Juan Carlos Correa Morales, Juan Carlos Salazar Uribe

Linear Mixed Models have been widely studied for important authors. However, the specific approach to estimate change points subject-specific
has not been worked so specifically. We present an alternative methodology to build a calibration function from change points estimated using
LMMs for modeling the fixed effects and predict the random effects for each subject in a longitudinal study. The change points were estimated
using evolutionary algorithms. The calibration (reverse regression) function was built under a parametric approach and it is useful to predict a
change point over the time. This predicted 7 will allow to minimize an specific loss function, usually associated with the storage expenses for an
specific product. The methodology will be illustrated using a real data set about dried cypress wood slats.

EO069 Room 008 ADVANCES IN FUZZY CLUSTERING Chair: Maria Brigida Ferraro

EO0566: Robust fuzzy clustering based on quantile autocovariances

Presenter: Borja Lafuente-Rego, Universidade da Coruna, Spain

Co-authors: Jose Vilar, Pierpaolo Durso

Three robust versions of the fuzzy C-medoids clustering algorithm for the classification of time series based on comparing estimated sequences
of quantile autocovariances (QA) are introduced. Namely, (i) QA-based exponential fuzzy C-medoids clustering, (ii) QA-based fuzzy C-medoids
clustering with noise cluster and (iii) QA-based trimmed fuzzy C-medoids clustering. The first one uses a robust metric to neutralize and smooth the
effect of outliers, the second one is aimed at detecting outliers and classify them into a noise cluster, and with the third method the model achieves its
robustness by trimming away a certain fraction of anomalous time series. The robust fuzzy methods are evaluated in different simulated scenarios,
considering different structures of dependence and introducing one or more outliers. All the proposed methods take advantage of the good properties
of the QA-based metric, and the results reported from the numerical study outperform the ones obtained with classical fuzzy procedures based on
alternative metrics. The usefulness of the proposal is illustrated by a real data application.
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EO1253: Comparing robust fuzzy methods for clustering non-precise data

Presenter: Ana Belen Ramos-Guajardo, University of Oviedo, Spain

Co-authors: Paolo Giordani

In many practical situations the data are not precise. The imprecision of the data can be managed by means of fuzzy sets. This type of data is
characterized by a complex structure and, for this reason, there exist different kinds of contamination in this context. There are several proposals
of robust methods for clustering fuzzy data. A type of ‘robustification’ is the use of medoids. Another approach consists in trimming the data. In
detail, the outliers are trimmed and not used in the clustering procedure. A further proposal is to add a noise cluster, that is not a proper cluster,
containing all the contaminated data. Finally, an alternative approach is the possibilistic one. In this case the membership degree is only based on
the distance between the observation and the centroid. Hence, an outlier is characterized by having low membership degrees to all the clusters. We
compare all the above mentioned methods by means of simulation and real-case studies in order to analyze their drawbacks and benefits.

EO0868: Fuzzy two-mode clustering with polynomial fuzzifiers

Presenter: Maria Brigida Ferraro, Sapienza University of Rome, Italy

A new two-mode clustering algorithm is proposed in a fuzzy framework. Two-mode clustering consists in simultaneously clustering modes (e.g.
objects, variables) of an observed two-mode data matrix. An extension of the Fuzzy Double k-Means (FDkM) is addressed. The parameters
of fuzziness in FDkM are introduced to obtain two fuzzy partitions. These parameters, analogously to the simple (one-mode) case of fuzzy k-
means, are used to control the overlapping clusters by giving low membership degrees to objects/variables with unclear assignments. In this way,
objects/variables are usually assigned to all clusters with non-zero membership degrees, preventing a hard classification for objects/variables that
should be uniquely assigned to a single prototype. In order to overcome this kind of problem, polynomial fuzzifier functions are used. As particular
cases, we obtain the FDkM and the hard Double k-Means. The adequacy of the proposal is checked by means of simulation and real-case studies.

EO115 Room 101 MIXTURE MODELS FOR COMPLEX DATA SETS Chair: Geoffrey McLachlan

EO0935: Maximum likelihood inference for mixtures of Gaussian regression models

Presenter:  Giuliano Galimberti, University of Bologna, Italy

Co-authors: Gabriele Soffritti

Finite mixtures of Gaussian linear regression models have been widely studied. They represent useful tools in applied statistics, whenever the
interest is in studying the effect of a set of predictors on a response, in presence of unobserved sources of heterogeneity in the data. Despite
their popularity, inferential procedures for the model parameters (and in particular for the component regression coefficients) have not been deeply
investigated. The score vector and the Hessian matrix of the incomplete data log-likelihood for a finite mixture of multivariate Gaussian linear
regression models are derived. Approximations for the standard errors of maximum likelihood (ML) estimators are obtained from these quantities.
The properties of these standard error estimates are investigated through an extensive simulation study. Particular attention is devoted to the
behavior of these estimates in presence of model misspecification.

EO1206: A fuzzy version of robust mixtures of Gaussian factor analyzers

Presenter: Francesca Greselin, University of Milano Bicocca, Italy

Co-authors: Agustin Mayo-Iscar, Luis Angel Garcia-Escudero

Clustering aims at dividing a data set into groups or clusters that consist of similar data. Fuzzy clustering accepts the fact that the clusters or classes
in the data are usually not completely well separated and thus assigns a membership degree between 0 and 1 for each cluster to every datum. We
introduce a robust method for fuzzy clustering based on mixtures of Gaussian Factor analyzers. We illustrate our theoretical considerations by
simulations and applications to real data. A comparison with probabilistic clustering is also provided.

EO1042: Fast model-based clustering of functional data via Gaussian mixture models

Presenter: Hien Nguyen, University of Queensland, Australia

Functional data analysis has become ubiquitous in recent years. It provides an effective framework for statistical modelling of infinite-dimensional
functional objects, which occur frequently in practice. A popular paradigm for model-based clustering of functional data is via linear-basis filtering
and mixture of mixed effects models. We demonstrate that in some situation, such a paradigm reduces to the simple Gaussian mixture model, for
which there are numerous fast and free computational tools available. A demonstration of our clustering approach is performed on data from the
calcium imaging of a zebrafish brain.

EO435 Room305A ROBUST STATISTICAL MODELLING Chair: Alfio Marazzi

EO1027: Robust functional principal components for sparse data

Presenter: Graciela Boente, Universidad de Buenos Aires and CONICET, Argentina

Co-authors: Matias Salibian-Barrera, Jane-Ling Wang

Functional principal components analysis allows us to obtain parsimonious predictions for each trajectory in the sample. The problem of robustly
estimating functional principal components when there are only a few observations per curve available will be discussed. Specifically, assume
that we observe X;(#;;), i =1,...,n, j =1,...,n;, where the n;’s can be small for all curves. Many available methods to estimate functional
principal components rely on a smoothing step of the observed trajectories, and thus require many observations per curve. A notable exception
is the conditional expectation approach (PACE) which estimates the covariance function by smoothing the sparsely available cross-products being
able to “combine information” from many curves. A first attempt at protecting this approach from potential outliers by using a robust smoother
on the cross-products does not work because the distribution of the cross-products is generally asymmetric. We exploit the linear structure of
the conditional distribution of X;(z)|X;(s) as a function of X;(s) for elliptical processes to obtain robust estimators of the scatter function of the
underlying random process. We report some numerical experiments comparing the performance of the resulting estimates and existing alternatives.

EO0849: Robust semi-parametric estimators: Missing data and causal inference

Presenter: Eva Cantoni, University of Geneva, Switzerland

Co-authors: Xavier De Luna

Situations are considered where we aim at estimating location and scale parameters from a distribution law of interest, from which a random
sample has been drawn. We introduce semi-parametric estimators, which are able to deal simultaneously with two common challenges within
this general context: (i) not all observations from the random sample intended are available (incomplete data due to dropout, selection, potential
outcomes framework), and (ii) some of the available observations in the sample may be contaminated (generated by a nuisance distribution,
outliers). Under an assumption of ignorable missingness, popular semi-parametric estimators of the parameters of interest are augmented inverse
probability weighted (AIPW, doubly robust) estimators. They use two auxiliary models, one for the missingness mechanism, and another for an
outcome of interest, both given observed covariates. AIPW estimators are then robust to misspecification of one of these two models (but not both
simultaneously - a so-called double robustness property). We introduce versions of AIPW, which provide, moreover, robustness to contamination
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of the distribution of interest. Asymptotic properties are described and finite sample results are presented. We motivate the need for robust AIPW
estimators with a follow up study on BMI combining data from an intervention study and population wide record linked data.

EO1313: Robust estimation of mixture models with skew components via trimming and constraints

Presenter:  Agustin Mayo-Iscar, Universidad de Valladolid, Spain

Co-authors: Luis Angel Garcia-Escudero, Francesca Greselin

Impartial trimming procedures are commonly applied in many statistical settings for getting robust estimators in the presence of contamination.
In order to get this robust behavior, when estimating mixture models, it is necessary to apply jointly trimming and constraints. Robust estimators
based in these tools are available for estimating the model parameters in mixtures of multivariate distributions, of linear regression models, and
of factor analyzers, under normal components. We attempt to extend these benefits to the case of skew-normal components. We will show
robust methodology based on the joint application of trimming and constraints for different mixture models settings. A drawback of this kind of
approaches is related with choosing the input parameters values that this modelling required. We have available different tools for assisting to the
users in getting these values.

EO033 Room 214 OPTIMAL AND EFFICIENT DESIGNS Chair: Po Yang

EO1162: Mismeasured response adaptive design: Theory and implementation

Presenter: Xuan Li, University of Minnesota Duluth, United States

Response adaptive design represents a major advance in clinical trial methodology that helps balance the benefits of the collective and the benefits
of the individual and improves efficiency without undermining the validity and integrity of the clinical research. Response adaptive designs use
information so far accumulated from the trial to modify the randomization procedure and deliberately skews treatment allocation in order to assign
more patients to the potentially better treatment. Little attention has been paid to incorporating the problem of errors-in-variables in adaptive
clinical trials. Some important issues of response adaptive clinical design with imperfectly measured outcomes are considered. Optimal allocations
under various objectives and asymptotically best response adaptive randomization procedures are investigated in the presence of measurement
error. Mismeasurement effects on treatment allocation are discussed for both discrete and continuous responses. The related simulation results are
also presented.

EO1507: Minimum contamination and beta-aberration criteria for screening quantitative factors

Presenter: Chang-Yun Lin, National Chung Hsing University, Taiwan

For quantitative factors, the minimum beta-aberration criterion is commonly used for examining the geometric isomorphism and searching for
optimal designs. We investigate the connection between the minimum beta-aberration criterion and the minimum contamination criterion. Results
reveal that ranking designs by the two criteria can be extremely inconsistent and hence the optimal designs selected by them are likely to be
different. We provide statistical justifications showing that the minimum contamination criterion well controls the expected total mean square
error of the estimation and demonstrate that it is more powerful than the minimum-aberration criterion on identifying geometrically non-isomophic
designs.

EO089 Room 003 ANALYSIS OF MICROBIOME DATA Chair: Michele Guindani

EO1237: A Bayesian Dirichlet-multinomial regression model for the analysis of taxonomic abundances in microbiome data

Presenter: Raffaele Argiento, University of Kent, United Kingdom

Co-authors: Michele Guindani, Marina Vannucci, Duncan Wadsworth, Jessica Galloway-Pena, Samuel Shelburne

A Bayesian Dirichlet-Multinomial regression model is proposed which uses spike-and-slab priors for the selection of significant associations
between a set of available covariates and taxa from a microbiome abundance table. The approach allows straightforward incorporation of the
covariates through a log-linear regression parametrization of the parameters of the Dirichlet-Multinomial likelihood. Inference is conducted through
a Markov Chain Monte Carlo algorithm, and selection of the significant covariates is based upon the assessment of posterior probabilities of
inclusions and the thresholding of the Bayesian false discovery rate. We design a simulation study to evaluate the performance of the proposed
method, and then apply our model on a publicly available dataset obtained from the Human Microbiome.

EO1239: A Bayesian nonparametric analysis of heterogeneous data on microbial communities

Presenter:  Sergio Bacallado, Cambridge University, United States

Co-authors: Lorenzo Trippa, Boyu Ren, Stefano Favaro, Susan Holmes

Human microbiome studies aim to characterise the microbial communities in the body and the effect of environmental factors on them. A range of
experimental techniques have been developed in recent years to catalogue the species composition of a biological sample through ribosomal DNA
sequencing, to measure the transcription level of microbial genes, and the synthesis of proteins and metabolites. Modelling such heterogeneous
data with a coherent assessment of uncertainty from exploratory analysis, through model selection and inference presents a significant challenge.
We propose a Bayesian approach based on latent factors, which is capable of combining insights from various experiments in a parsimonious and
interpretable way. We discuss how to scale up computations to massive datasets and evaluate the robustness to prior parameters.

EO0983: Longitudinal microbiome data

Presenter: Snehalata Huzurbazar, University of Wyoming, United States

Co-authors: Eugenie Jackson

As longitudinal microbiome studies become more common, it is important that we assess how to analyze such data. Methods for large, sparse
multivariate count data collected over time are not common in traditional longitudinal data analysis. The first steps in most microbiome data
analysis is often the use of ordination methods to explore the data and visually assess existence of patterns, especially of taxa composition with
respect to covariate classes. We first consider options for such visualization for data collected over more than one time period on the same subjects.
We then present a review of the literature for longitudinal inference for microbiome data, and consider other alternatives.
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EO029 Room 213 RECENT ADVANCES IN SURVIVAL ANALYSIS Chair: Gongjun Xu

EO1394: Estimation and inference of quantile regression for survival data under biased sampling

Presenter:  Gongjun Xu, University of Minnesota, United States

Biased sampling occurs frequently in economics, epidemiology and medical studies either by design or due to data collecting mechanism. Failing
to take into account the sampling bias usually leads to incorrect inference. We propose a unified estimation procedure and a computationally fast
resampling method to make statistical inference for quantile regression with survival data under general biased sampling schemes, including but
not limited to the length-biased sampling, the case-cohort design and variants thereof. We establish the uniform consistency and weak convergence
of the proposed estimator as a process of the quantile level. We also investigate more efficient estimation using the generalized method of moments
and derive the asymptotic normality. We further propose a new resampling method forinference, which differs from alternative procedures in that
it does not require to repeatedly solve estimating equations. The proposed unified framework provides researchers and practitioners a convenient
tool for analyzing data collected from various designs. Simulation studies and applications to real data sets are presented for illustration.

EO1395: Semiparametric copula quantile regression for complete or censored data

Presenter:  Anouar El Ghouch, The University catholique de Louvain, Belgium

Co-authors: Ingrid Van Keilegom, Mickael De Backer

When facing multivariate covariates, general semiparametric regression techniques come at hand to propose flexible models that are unexposed
to the curse of dimensionality. A semiparametric copula-based estimator for conditional quantiles is investigated for complete or right-censored
data. Extending recent work, the main idea consists in appropriately defining the quantile regression in terms of a multivariate copula and marginal
distributions. Prior estimation of the latter and simple plug-in lead to an easily implementable estimator expressed, for both contexts with or
without censoring, as a weighted quantile of the observed response variable. In addition, and contrary to the initial suggestion in the literature, a
semiparametric estimation scheme for the multivariate copula density is studied, motivated by the possible shortcomings of a purely parametric
approach and driven by the regression context. The resulting quantile regression estimator has the valuable property of being automatically
monotonic across quantile levels, and asymptotic normality for both complete and censored data is obtained under classical regularity conditions.
Finally, numerical examples as well as a real data application are used to illustrate the validity and finite sample performance of the proposed
procedure.

EO1398: The single-index/Cox mixture cure model: A new modeling approach for the mixture cure model

Presenter: Mailis Amico, Universite catholique de Louvain, Belgium

Co-authors: Catherine Legrand, Ingrid Van Keilegom

Survival analysis is based on the assumption that if the follow-up period would be long enough, all observations will experience the event of
interest. In some situations however, this assumption is not realistic, and survival data can contain a “cure” fraction that will never experience this
particular event. In order to take into account for such a situation, classical survival models have been extended to cure models. The mixture cure
model is one approach proposed in the literature. Considering that the population of interest is a mixture of cured and uncured individuals, the
model is composed of the incidence part referring to probability of being uncured, and of the latency part corresponding to the survival function
for uncured observations. Most often, the incidence part is modeled parametrically assuming a logistic regression model. We propose to consider
a semiparametric modeling through a single-index structure, which offers more flexibility than a parametric approach but avoids the curse of
dimensionality phenomenon encountered in nonparametric modeling. A kernel estimator is used for the unknown link function and an estimation
method based on the EM algorithm has been developed. Based on simulations, we demonstrate the performance of the proposed method. An
application on a breast cancer dataset is also presented in which we contrast our result with those obtained assuming a logistic regression model for
the incidence part.

EO243 Room 306 A STATISTICS IN ASTROPHYSICS Chair: Sylvain Sardy

EO1702: Bayesian inference with nested sampling in Astrophysics

Presenter: Farhan Feroz, University of Cambridge/Winton Capital, United Kingdom

Astrophysics and cosmology have increasingly become data driven with the availability of large amount of high quality data from missions like
WMAP, Planck and LHC. This has resulted in Bayesian inference methods being widely used to analyse observations, but they can be extremely
computationally demanding. Over the past few years, many innovative methods for performing robust statistical analyses have been developed.
We give an overview of Bayesian inference and discuss how it is done in practice. In particular, we describe the nested sampling algorithm, which
is a Monte Carlo technique which has been applied successfully to numerous challenging problems in cosmology and astroparticle physics due
to its capability of efficiently exploring multi-modal parameter spaces. Nested sampling can also calculate the Bayesian evidence and therefore
provides means to carry out Bayesian model selection. We also discuss applications of methods based on nested sampling for gravitational wave
and extrasolar planet detection.

EO1694: GLM-lasso explores the cosmos

Presenter:  Jairo Diaz Rodriguez, University of Geneva, Switzerland

Co-authors: Sylvain Sardy, Dominique Eckert

An important problem in Cosmology is to reconstruct the mass distribution of a galaxy cluster based on telescope images for instance using X-ray
Multi-Mirror techniques. Such images include point sources spread behind the cluster which although there are of importance, also affect the
estimation of the mass distribution. Therefore it is important to robustify the reconstruction of the galaxy cluster by identifying at the same time
the point sources, outliers in the response. We cast this challenging problem into a linear inverse problem involving blurring, Abel and wavelet
transforms for Poisson counts. Owing to the fact that the high-dimensional (more than two millions) estimands are sparse, we employ GLM-lasso.
We address the issues of selecting two regularization parameters and of solving the high-dimensional optimization problem. We show the strength
of our method on simulated and real images.

EO1722: Sparsity-based statistical methods for the estimation of the cosmological microwave background

Presenter:  Jerome Bobin, CEA Saclay, France

The Cosmological Microwave Background (CMB) is, by far, the oldest observable signal in the universe that has been emitted more than 13 billions
years ago. This relic signal is of paramount importancefor cosmologists since it carries invaluable information about the dawn of our Universe
and its evolution. However, accessing such signal is a highly challenging estimationproblem that requires the development of dedicated statistical
methods. Indeed, the CMB can only be observed from multispectral data, through complex mixtures of various kinds of contaminants that include
astrophysical components,noise, instrumental effect, etc. We first show how extracting one of the most important signal in cosmology can be recast
as a challenging inverse problem in statistics: blind source separation. In this context, we emphasize on how modern-day sparse signal models and
methods allowed for the very accurate estimation of the CMB from the latest data delivered by the Planck space mission of the European Space
Agency.
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EO063 Room212 MULTIPLE TESTING Chair: Sebastian Doehler

EO0883: Type-II generalized family-wise error rate formulas with application to sample size determination

Presenter:  Pierre Lafaye de Micheaux, University of New South Wales, Australia

Co-authors: Benoit Liquet

Multiple endpoints are increasingly used in clinical trials. The significance of some of these clinical trials is established if at least » null hypotheses
are rejected among m that are simultaneously tested. The usual approach in multiple hypothesis testing is to control the family wise error rate, which
is defined as the probability that at least one type I error is made. More recently, the g-generalized family wise error rate has been introduced to
control the probability of making at least ¢ false rejections. For procedures controlling this global type-I error rate, we define a type II r generalized
familywise error rate, which is directly related to the r power defined as the probability of rejecting at least r false null hypotheses. We obtain very
general power formulas that can be used to compute the sample size for single-step and step-wise procedures. These are implemented in our R
package rPowerSampleSize available on the CRAN, making them directly available to end users. Complexities of the formulas are presented to
gain insight into computation time issues. Comparison with Monte Carlo strategy is also presented. We compute sample sizes for two clinical trials
involving multiple endpoints: one designed to investigate the effectiveness of a drug against acute heart failure and the other for the immunogenicity
of a vaccine strategy against pneumococcus.

EO1336: An extension of the Benjamini and Hochberg procedure with optimal data-driven weights

Presenter: Guillermo Durand, Universite Pierre et Marie Curie, France

The BH procedure is a well-known FDR-controlling procedure which power can be improved by putting weights to the p-values. One way of
doing has previously been proposed by designing optimal weights based on the distribution of the p-values under the alternative. Unfortunately
this distribution is rarely known, so the weights cannot be computed. In a context of grouped p-values sharing the same distribution, we propose
data-driven weights which converge to the optimal weights when the number of tests tends to infinity. The resulting step-up procedure is also
shown to asymptotically control the FDR.

EO1500: A modified Benjamini-Hochberg procedure for discrete data

Presenter: Sebastian Doehler, Darmstadt University of Applied Science, Germany

The Benjamini-Hochberg procedure is a classical method for controlling the false discovery rate for multiple testing problems. This procedure
was originally designed for continuous test statistics. However, in many applications, such as the analysis of next-generation sequencing data, the
test statistics are discretely distributed. While it is well known that the Benjamini-Hochberg procedure still controls the false discovery rate in the
discrete paradigm, it may be unnecessarily conservative. We aim to improve the Benjamini-Hochberg procedure in such settings by incorporating
the discreteness of the p-value distributions. We investigate the performance of these approaches for empirical and simulated data.

EO0265 Room 203 NONPARAMETRIC FUNCTIONAL DATA ANALYSIS Chair: Germain Van Bever

EO1230: The functional outlier map for detecting and classifying functional outliers

Presenter: Mia Hubert, KU Leuven, Belgium

Co-authors: Jakob Raymaekers, Peter Rousseeuw, Pieter Segaert

Functional data can be classified into regular observations, as well as shift, shape and isolated outliers. We first construct a new graphical display
for the detection of outliers. This functional outlier map (FOM) roughly displays for each observation the variability of the outlyingness in each
point of its domain versus its average outlyingness. This allows us to distinguish the different types of observations. Moreover we propose a
rule to separate the outliers from the regular cases. This new diagnostic tool can be applied to multivariate functional data, with a univariate
or multivariate domain. We give several examples and illustrate its use for detecting outlying surfaces. In particular the method is applied to
fluorescence excitation-emission spectra before and after fitting a PARAFAC model.

EO1236: Small-ball probabilities and representations for the MSE

Presenter: Paulo Oliveira, University of Coimbra, Portugal

The choice of the bandwidth is well known to be crucial in kernel estimation. For finite dimensional data this problem has been extensively
studied, with characterizations depending essentially on the dimension of the data. Assuming the absolute continuity means that the geometry and
smoothness of the distribution is inherited from the Lebesgue measure. For infinite dimensional or functional data the geometry of the underlying
space and the roughness of the distribution of the independent process play a much more relevant role. Having kernel regression estimation in mind,
we look for MSE representations that can take into account this roughness through the asymptotic behavior of small-ball probabilities. Moreover,
we note that some usual assumptions on the kernel function generate terms in the error representation that are not approaching zero, so we relax
somewhat the assumptions of the kernel to obtain a better behavior. The error representation obtained explicitly include terms depending on the
properties of the distribution of the process, its roughness, and the geometry of the functional space.

EO1382: Smooth backfitting for additive modeling with multiple predictor functions

Presenter: Byeong Park, Seoul National University, Korea, South

Smooth backfitting is studied when there are errors-in-variables, which is motivated by functional additive models for a functional regression model
with a scalar response and multiple functional predictors that are additive in the functional principal components of the predictor processes. The
development of a new smooth backfitting technique for the estimation of the additive component functions in functional additive models with
multiple functional predictors requires to address the difficulty that the eigenfunctions and therefore the functional principal components of the
predictor processes, which are the arguments of the proposed additive model, are unknown and need to be estimated from the data. The available
estimated functional principal components contain an error that is small for large samples but nevertheless affects the estimation of the additive
component functions. This error-in-variables situation requires to develop new asymptotic theory for smooth backfitting. Our analysis also pertains
to general situations where one encounters errors in the predictors for an additive model, when the errors become smaller asymptotically. We also
study the finite sample properties of the proposed method for the application in functional additive regression through a simulation study and a real
data example.
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EO159 Room 112 MULTIVARIATE DATA WHEN DIMENSIONS ARE LARGE, BUT SAMPLES ARE NOT Chair: Arne Bathke

EO1265: Confidence regions for level differences in growth curve models: Low- and high-dimensional under non-normality

Presenter: Solomon Harrar, University of Kentucky, United States

Co-authors: Jin Xu

In a pre-post or other kind of repeated measures study, it is sometimes clear that the mean profiles of the repeated measures are parallel across
treatment groups. When for example, it can be assumed that there is no interaction between the repeated measure factor and the treatment, it
would be of interest to know how much of a difference exists in the effect of the treatments. Such differences in the absence of interaction are
referred to as level differences. We consider methods for constructing confidence regions for level differences in the multi-dimensional cases. We
derive asymptotic expansions for some intuitively appealing pivotal quantities to construct the confidence regions corrected up to the second order.
Such corrections are shown in the multivariate literature to improve the accuracy of asymptotic approximations. We evaluate the finite sample
performance of the confidence regions via a simulation study. Real-data example from forestry is used to provide an empirical illustration of the
features of the various confidence regions proposed.

EO1147: Graph-based multiple testing with correlated and high-dimensional data

Presenter:  Florian Klinglmueller, Medical University of Vienna, Austria

Graph-based multiple testing procedures permit to tailor the testing procedure such that it reflects the importances and contextual relations of
different study objectives. The procedure is specified using a directed weighted graph, where nodes correspond to hypotheses and edges determine
the algorithm for reallocating the significance level. Being based on the Bonferroni test, these procedures suffer from considerable conservativeness,
especially in situations where test statistics are correlated. We present extensions of graphical approaches that account for the correlation between
observations even if the joint distribution is unknown. This is achieved by using multivariate permutation tests and by adapting the weighting
strategy using the blinded observations. We illustrate the approach with applications from neuroscience and genetics.

EC1203: Multiple contrast tests for high-dimensional repeated measures designs

Presenter:  Frank Konietschke, University of Texas at Dallas, United States

A high-dimensional setting when the number of subjects is substantially smaller than the number of conditions to be tested is widely encountered in
a variety of modern longitudinal and repeated measures design studies, with applications ranging from medicine to social sciences. Recently, there
have been several global testing procedures for high-dimensional repeated measures designs suggested that can be employed to assess the global
null hypothesis, e.g. of no global time effect. In statistical practice, however, frequently the key question of interest is identifying the significant
factor levels, along with computing simultaneous confidence intervals for treatment effects. We consider two approaches, namely, regularization
and resampling, that can be employed to derive multiple contrast tests and simultaneous confidence intervals in a high dimensional setting. We
discuss asymptotic properties of the proposed testing procedures and illustrate their finite-sample performance by simulations and case studies.

EC663 Room 309 B CONTRIBUTIONS IN REGRESSION ANALYSIS Chair: Natalie Neumeyer

EC0166: Empirical likelihood based inference for fixed effects varying-coefficient panel data models

Presenter: Luis Antonio Arteaga Molina, Universidad de Cantabria, Spain

Co-authors: Juan Manuel Rodriguez-Poo

Local empirical likelihood-based inference is investigated for non-parametric varying-coefficient panel data models with fixed effects. First, we
show that the naive empirical likelihood ratio is asymptotically standard chi-squared when undersmoothing is employed. The ratio is self-scale
invariant and the plug-in estimate of the limiting variance is not needed. Second, mean-corrected and residual-adjusted empirical likelihood ratios
are proposed. The main interest of these techniques is that without undersmoothing, both also have standard chi-squared limit distributions. As a
by-product, we propose also two empirical maximum likelihood estimators of the varying-coefficient models and their derivatives. We also obtain
the asymptotic distribution of these estimators. Furthermore, a non-parametric version of the Wilk’s theorem is derived. To show the feasibility of
the technique and to analyze its small sample properties, using empirical likelihood-based inference we test for a conditional factor model in the
CAPM setting and we implement a Monte Carlo simulation exercise.

EC1543: Fitting models that will be combined

Presenter: Daumantas Bloznelis, KU Leuven, Belgium

Co-authors: Gerda Claeskens

In the context of forecast combinations and model averaging, one may entertain two mutually exclusive strategies. First, one may fit the individual
models as usual and then look for an optimal combination of their outcomes. Second, one may adjust model fitting aiming to improve the expected
performance of their combination (even though it might compromise the expected performance of some or all individual models). We examine the
two strategies in several special cases, starting with linear regression models. We evaluate the strategies from the perspective of the bias-variance
trade-off and compare the forecast accuracy in terms of the mean squared forecast error.

EC1424: Regression with compositional data and its interpretation

Presenter: Eva Fiserova, Palacky University, Czech Republic

Co-authors: Ivo Muller, Karel Hron

When data are compositional, i.e. multivariate observations carrying only relative information (proportions, percentages), a special treatment for
their statistical analysis is necessary. Compositional data are characterized by the simplex sample space with the Aitchison geometry that forms the
Euclidean structure of the sample space. Using proper log-ratio transformations, the data are moved isometrically to the real Euclidean space where
it is possible to use standard statistical tools. The contribution is focused on the regression with compositional data, particularly on regression with
compositional response variable, regression with compositional explanatory variables, and regression between parts of a composition. The aim is
to present new orthogonal coordinates enabling analogous interpretation of coefficients in regression models, as is known in standard regression.
Theoretical results will be applied to a real-world example from psychometry.
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EG178 Room 216 CONTRIBUTIONS IN EXTREMES AND THEIR APPLICATIONS Chair: Yuri Goegebeur

EC1223: A high quantile estimator based on the log-generalised Weibull tail limit

Presenter:  Cees de Valk, Tilburg University, Netherlands

Co-authors: Juan Juan Cai

The estimation of high quantiles for very low probabilities of exceedance p, < 1/n (with n the sample size) remains a major challenge. For this
purpose, the log-Generalised Weibull (log-GW) tail limit was recently proposed as regularity condition as an alternative to the Generalised Pareto
tail limit, in order to avoid potentially severe bias in applications of the latter. We introduce a new estimator for the log-GW tail index and a related
quantile estimator, both constructed using the Hill estimator as building block. Sufficient conditions for asymptotic normality are established.
For index estimation, a larger sample fraction needs to be used than for scale estimation. We show the results of simulations of finite-sample
performance and of several applications, comparing the estimators to other log-GW-based estimators and for quantiles, also to an estimator based
on the Generalised Pareto tail limit.

EC1544: Maximum likelihood estimators under block maxima

Presenter: Ana Ferreira, IST-CEMAT and CEAUL, UL, Portugal

Co-authors: Clement Dombry

Two fundamental methods in Extreme Value Theory are the Block Maxima (BM) and the Peaks-Over-threshold (POT) and, two widely used
methods of estimation for inferences in extremes when appliyng BM or POT are the maximum likelihood (ML) and probability weighted moment
(PWM). We prove asymptotic normality of ML estimators under the BM approach and maximum domain of attraction conditions. Further, we
compare its asymptotic performance with PWM estimators both under BM and POT approaches.

EC1491: On the hourly temperature data behaviour and the daily extreme temperature tail dynamics

Presenter: Debbie Dupuis, HEC Montreal, Canada

It is reasonable to think that changes in hourly temperature could hold information on daily extreme temperatures, both in terms of their frequency
and their size. Investigating the extent to which this holds, for both daily maximum and daily minimum temperatures, is the purpose. The seasonal
nature of temperatures, along with their evolution in time due to climate change, make their analysis challenging. We take a conditional peaks over
threshold approach and establish time-varying thresholds to maintain stationarity. Our analyses show that hourly changes in temperature can be
better or worse predictors of extreme temperature than daily measures, depending on the location and local climate dynamics. This is illustrated by
the analysis of U.S. data over the 1973 to 2015 period.
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CO353 Room 003 INCOMPLETE DATA AND MEASUREMENT ERROR Chair: Laura Spierdijk

CO0165: A semiparametric test for measurement error in panel data

Presenter: Laura Spierdijk, University of Groningen, Netherlands

Co-authors: Erik Meijer, Tom Wansbeek, Roger Moon

Although measurement error is a common phenomenon, most applied regression analyses do not take it into account. One potential explanation is
that there is not a standard test for the presence of measurement error. We develop such a test for linear static panel data regressions, based on the
insight that under weak assumptions the bias of the OLS estimator increases by first differencing, but less so by taking differences more periods
apart. The test is easy to implement and apply and has desirable statistical properties. We apply the test to models for medical expenditures and
productivity and show that there is strong evidence for measurement error in some of the regressors.

CO00297: Chain ladder with incomplete observations

Presenter: Ruud Koning, University of Groningen, Netherlands

With the implementation of the Solvency II framework, best estimates for losses to calculate reserves have become more important. Besides the best
estimate, an estimate of sampling variability is also needed. A framework has been previously introduced to provide an estimate of the expected
loss, and to estimate its sampling variation as well. The approach is based on calendar year effects and process year effects, suitable for analysis
at an aggregate level. However, in some cases information on individual files may be available, and files with certain characteristics may have
different runoff characteristics from files with different characteristics. Perhaps it is possible to obtain a better estimate for the reserves required by
allowing for variation between individual files. We discuss a model that allow for heterogeneity at the file level. A practical problem may be that
relevant covariates may be missing in some cases. We show how it is possible to allow for incompletely observed files as well.

CO0311: Measurement errors: Evidence from reports of program participation from multiple surveys

Presenter: Nikolas Mittag, CERGE-EI, Czech Republic

Co-authors: Pablo Celhay, Bruce D Meyer

Measurement error is often the largest source of bias in survey data. Little is known about the determinants of such errors, making it difficult for
data producers to reduce the extent of errors and for data users to assess the validity of analyses using the data. We study different causes of survey
error using high quality validation data from three major surveys in the U.S. that are linked to administrative data on government transfers. The
differences between survey and administrative records show that up to six out of ten cash welfare recipients are missed by surveys. We find that
survey design and post-processing as well as misreporting by respondents affect survey errors systematically. Imputation for missing data induces
substantial error. Our results on respondent behavior confirm several theories of misreporting, e.g. that errors are related to salience of receipt,
respondents degree of cooperation, forward and backward telescoping, event recall, and the stigma of reporting participation in social programs.
Our results provide guidance on the conditions under which survey data are likely to be accurate and suggest different ways to control for survey
errors.

CO0338: Binary response models with misclassified dependent variables applied to annuity ownership

Presenter: Peter van Santen, Sveriges Riksbank, Sweden

Co-authors: Adriaan Kalwij, Rob Alessie

The problem of misclassification of the dependent variable in a binary choice setting is studied. We apply both static and dynamic models to
ownership of annuity policies for a panel of Dutch households, allowing the dependent variable to be misclassified. For a subset of households,
we know the duration of the policies, and therefore can construct an ownership variable which should be closer to the true value. We use this
measure to benchmark our results. Our estimates of the misclassification probabilities suggest that part of the annuity puzzle can be explained by
underreporting ownership of annuities.

CO311 Room S23 BAYESIAN ECONOMETRICS Chair: Deborah Gefang

CO0408: Parsimonious inverted Wishart processes for multivariate stochastic volatility

Presenter:  Roberto Leon-Gonzalez, GRIPS, Japan

Co-authors: Joshua Chan, Rodney Strachan

Efficient algorithms are developed for Bayesian inference in inverted Wishart multivariate stochastic volatility models that are invariant to the
ordering of variables. Furthermore, the algorithm searches for factor-type restrictions that reduce the dimension of the latent states. We combine
particle Gibbs with an efficient proposal density, Hamiltonian Monte Carlo and Parameter-Expansion-Data-Augmentation, to produce an algorithm
that can handle moderately large dimensions and sample sizes. We illustrate the methods with an application to several macroeconomic and
financial datasets.

CO1177: A new look at DSGE models through large Bayesian VARs

Presenter: Deborah Gefang, University of Leicester, United Kingdom

Large Bayesian VARs are proposed to be used to identify the structural shocks to dynamic stochastic general (DSGE) models. We conduct extensive
empirical analyses to compare the performances of our approach with that of popular existing methods such as small VARs and FAVARs.

CO0906: An application of a Bayesian VAR copula model to the effect of macroeconomic risk appetite on the GDP growth

Presenter: Fuyu Yang, University of East Anglia, United Kingdom

Co-authors: Roberto Leon-Gonzalez

GDP growth and monetary policy are closely intertwined with the size of bank balance sheets. Evidence suggests that bank balance sheets grow
during booms, and shrink during recessions. We propose a flexible VAR copula model to evaluate a nonlinear association amongst the looseness
of bank balance sheet constraints, GDP growth, and macroeconomic risk premium variables. Compared with the conventional VAR model, the
relaxation of the distributional assumption in the error term is more realistic in terms of model fitting, which allows for an asymmetric association
amongst the key variables in economic downturns. To serve the purpose of model comparisons, we evaluate the impulse response function and log
likelihood using both the VAR copula and the VAR models.

CC1523: A Bayesian estimate of the pricing kernel

Presenter: Chiara Legnazzi, USI and Swiss Finance Institute, Lugano, Switzerland

Co-authors: Giovanni Barone-Adesi, Antonietta Mira

The aim is to present a Bayesian nonparametric approach to model the Pricing Kernel, defined as the present value of the ratio between the risk
neutral density, ¢, and the modified physical density, p*. The risk neutral density is derived by fitting an asymmetric GARCH to the cross-section of
the out-of-the-money call and put options written on the S& P500 index. The modified physical density is defined as the sum with Poisson-Dirichlet
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weights of the risk neutral density rescaled for the equity premium and the traditional physical density, estimated through an asymmetric GARCH
fitted on the S& P500 log-returns. The nonparametric approach does not impose any a priori restriction on the shape of the Pricing Kernel and
the Bayesian component allows to include into the physical density estimation some forward-looking information coming from the option market.
As a result, the heterogeneity between the physical and the risk neutral measures, which is one of the main drivers of the pricing kernel puzzle,
disappears and both densities are conditional on a comparable information set. The Pricing Kernel estimates gain accuracy in the tail estimation
and display a monotonically decreasing shape across multiple time to maturities, consistently with the classical theory.

C0299 Room 008 QUANTILE REGRESSION METHODS IN ECONOMICS AND FINANCE Chair: Massimiliano Caporin

CO0516: Conditional quantile-dependent autoregressive value-at-risk

Presenter: Giovanni Bonaccolto, University of Padova, Italy

Co-authors: Massimiliano Caporin, Sandra Paterlini

The Conditional Value-at-Risk (CoVaR) and the Conditional Autoregressive Value-at-Risk (CAViaR) have shown to be useful tools in evaluating
the connections among financial institutions in the context of extreme events. We show that it is possible to obtain relevant improvements by
conditioning the estimation of CoVaR and CAViaR with respect to the support of the depedent or the explanatory variables. This corresponds to the
introduction of Quantile-on-Quantile dependencies, or, equivalently, to moving toward non-parametric quantile regression estimation. Our analysis
is applied on a large dataset consisting of the returns generated by the financial institutions operating in the U.S. market in the years 2000-2015 and
the empirical findings support our methodological contributions.

C00620: Systemic risk measurement for GCC financial institutions and its role for oil

Presenter: Massimiliano Caporin, University of Padova, Italy

Co-authors: Michele Costola, Shawkat Hammoudeh, Ahmed Khalifa

The systemic risk is analyzed across a group of financial companies traded on the financial markets of six oil rich economies, the GCC countries.
The focus is first on the estimation of MES and Delta-CoVaR, and the association of these measures to oil price fluctuations. Later, the impact
of oil on the CoVaR is investigated using a HAR structure. By resorting to a rolling approach, the study allows detecting the impact of a change
in a fundamental factor (the oil) to the financial sector of oil-rich economies. The results show that systemic risk measures are associated with
movements in the oil price and that oil has a significant impact on a large fraction of the financial companies in the database.

CC1470: Intra-day dynamics of US-dollar exchange-rates: Evidence from quantile autoregressions

Presenter: Konstantin Kuck, University of Hohenheim, Germany

Co-authors: Robert Maderitsch

The aim is to test several hypotheses regarding intra-day dynamics in exchange rates. Specifically, we investigate the presence of intra daily
“over”- and “undershooting” using quantile autoregressions based on intra-day returns over time-horizons from 5-min up to several hours. The
exchange rates that we consider are the USD/EUR, USD/GBP and USD/JPY. Our data-set covers an 11-year period from January 03, 2000 to
September 30, 2011, which enables us to provide a long-term perspective on intra-daily dynamics and to investigate potentially changing properties
in phases of increased uncertainty in financial markets. In line with previous studies, we find that the intra-daily return autocorrelation is mostly
negative which is typically associated with market microstructure effects. In the tails of the return distribution, however, a tendency for positive
but insignificant dependence can be observed. We moreover document that temporal dependence declines when intra-day volatility rises due to
trading activity. Finally, the dynamics appear to be remarkably stable across different market conditions, that is, they seem not to be affected by
increased uncertainty in the financial markets. Overall, our findings show that both over- and undershooting are absent in US-Dollar exchange rates
and indicate that information are processed efficiently in the sense that future returns cannot be predicted based on historical returns.

CC1572: Measurement of common risk factors: A panel quantile regression models for returns and volatility

Presenter:  Frantisek Cech, Charles University, Czech Republic

Co-authors: Jozef Barunik

The common risk factors are proposed to be measured using panel quantile regression models for returns and volatility. By exploring the fact that
volatility crosses all quantiles of the return distribution, and employing panel quantile regressions, we focus on the commonalities in the quantiles
of the returns in a selected portfolio. In the forecasting exercise we show that the proposed approach is able to model lower quantiles of the
return distribution more precisely as widely used benchmark models. Results of our research are important for correct identification of the sources
of systemic risk, and will be particularly attractive for relatively high dimensional applications for dimensionality reduction and better portfolio
optimization.

CO309 Room S22 QUANTITATIVE ASSET MANAGEMENT Chair: Serge Darolles

CO0573: Currency carry trade and the cross section of hedge fund returns

Presenter: Adrien Becam, Paris-Dauphine University, France

The aim is to demonstrate that a factor mimicking the returns of a currency carry trade strategy explains strongly the cross section of hedge fund
returns. Results show that funds loading on the carry trade risks outperform low loading hedge funds by 3.48% on average, despite a 1994-2015
period covering major carry trade crashes. This involvement of hedge funds in currency carry trade could explain stylized facts about foreign
exchange markets.

CO0593: Joint inference on market and estimation risks in dynamic portfolios

Presenter: Jean-Michel Zakoian, CREST, France

Co-authors: Christian Francq

The purpose is to study the estimation risk induced by univariate and multivariate methods for evaluating the conditional Value-at-Risk (VaR) of
a portfolio of assets. The composition of the portfolio can be time-varying and the individual returns are assumed to follow a general multivariate
dynamic model. Under ellipticity of the conditional distribution, we introduce in the multivariate framework a concept of VaR parameter, and we
establish the asymptotic distribution of its estimator. A multivariate Filtered Historical Simulation method, which does not rely on ellipticity, is
studied. We also consider two univariate approaches based on past real or reconstituted returns. We derive asymptotic confidence intervals for the
conditional VaR, which allow to quantify simultaneously the market and estimation risks. Potential usefulness, feasibility and drawbacks of the
different univariate and multivariate approaches are illustrated via Monte Carlo experiments and an empirical study based on stock returns.

CO0619: Measuring hedge fund performance: A Markov regime-switching with false discoveries approach

Presenter:  Gulten Mero, Universite de Cergy-Pontoise and THEMA, France

A Markov regime-switching approach is proposed which accounts for false discoveries in order to measure hedge fund performance. It enables
us to extract information from both time-series and cross-sectional dimensions of panels of individual hedge fund returns in order to distinguish
between skilled, unskilled and zero-alpha funds for a given state of the economy. Applying our approach to individual hedge funds belonging to
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the Long/Short Equity Hedge strategy, we find that their performance cannot be explained by luck alone, and that the proportion of zero-alpha
funds in the population decreases when accounting for alpha regime dependence. However, the proportion of truly skilled funds is higher during
expansion periods, while unskilled funds tend to be more numerous during recession periods. Moreover, sorting on regime dependent instead of
unconditional alphas improves investors’ ability to select funds that outperform their benchmarks in both regimes of the economy by maximizing
the performance persistence effect of top performer fund portfolios.

CO1168: About the risks of alternative risk premia

Presenter: Guillaume Monarcha, Orion Financial Partners, France

In the continuity of factor-based investing, alternative risk premia (ARP) provide investors a liquid and transparent alternative to strategies that
were previously accessible only through hedge fund investments. On the model of fund of hedge funds, several asset managers have recently set
up risk premia funds in order to provide investors their ability to select and allocate between the various ARP products developed by investment
banks. We put a light on the fact that if ARPs are more accessible than hedge funds, their risk structures and return drivers remain complex. Thus,
their low levels of correlation with traditional asset classes are an obvious source of diversification, but at the price of specific risks which need
to be assessed. Using a database of investable ARPs developped by investment banks, we first perform a clustering analysis in order to identify
the main ARP styles. Secondly, we test their sensitivity to traditional risk factors, through static and dynamic factor models. Finally, we test their
sensitivity to various environmental factors (macroeconomic cycles, risk aversion ...), both in terms of performance and risk.

CO401 Room 103 MACRO AND FINANCIAL ECONOMETRICS Chair: Menelaos Karanasos

CO0653: Trade credit and firm performance

Presenter:  Yiannis Karavias, University of Birmingham, United Kingdom

Co-authors: Stylianos Asimakopoulos, Filipa Fernandes

Theory suggests that trade credit affects firm performance non-linearly with an optimal maximum level determined through a cost-benefit trade-off.
However, empirical literature fails to uncover this theoretical result. We are able to bridge this gap between theory and practice using a large panel
of European firms through a novel and very general non-linear panel GMM approach. Specifically, we find a robust non-linear effect of trade credit
on firm profitability. Moreover, we find a statistically significant maximum level of trade credit with a negative impact when it is exceeded and a
positive when operating below that level. Disaggregating the effect of trade credit on firm performance, using account receivables and payables, we
are able to uncover that account payables exhibit an inverted U-shaped effect on firm profitability, whereas account receivables exhibit a U-shaped
effect. Our results also indicate that effect of account payables dominates on trade credit. Finally, the above results remain consistent irrespective
of the firm performance indicator we implement.

CO1309: Nonnegativity constraints for N-dimensional asymmetric power heavy/ MEM/GARCH Models and a new mixture hormulation
Presenter:  Yongdeng Xu, Cardiff University, United Kingdom

Co-authors: Menelaos Karanasos

Results on the derivation of tractable nonegativity constraints for N-dimensional heavy/MEM/GARCH systems are reviewed and generalized.
These nonnegativity conditions are expressed in terms of matrix inequalities which can be solved easily. Numerical examples are included to show
the effectiveness of the proposed method.

CC1555: Labor market dynamics and labor market institutions: The cointegrated VAR approach

Presenter:  Sylwia Roszkowska, University of Lodz, Poland

The aim is to analyze long-run relationships between main labor market variables (wages, unemployment, productivity) and labor market institu-
tions using data for Poland. The provided analyses focus on the labor market variables, labor market institutions (such as minimum wages, union
density, EPL, tax wedges) and prices, interest rate and exchange rate. The data covers period from 1995:01 to 2015:04. The cointegrated VAR
(CVAR) analysis is used, which allows for identification of the long run relations, common stochastic trends and the estimation of the adjustment
dynamics in the system. Having estimated parameters of aforementioned relations, the main driving forces of the labor market can be detected. The
results are as follow. The increasing product market competition seems to be the main driving force during the analyzed period of convergence of
Polish economy to the more advanced European economies. The Polish inflation rate has adjusted over long run to the European purchasing power
parity and Balassa-Samuelson effect on consumer prices can be confirmed. Moreover, labor market tightness matters in the process of forming the
real wages . The tighter labor market is, the lower the bargaining position of employees and the lower pressure on wages are. The extended Phillips
curve hypothesis is also confirmed.

CC1739: Asymptotic normality of the QML estimator of the EGARCH(1,1) model

Presenter: Dimitra Kyriakopoulou, Universite Catholique de Louvain, Belgium

The aim is to investigate the asymptotic properties of the quasi-maximum likelihood estimator (QMLE) for the EGARCH model. Sufficient con-
ditions under which the EGARCH(1,1) processes have stationary first and second order variance derivatives, and the expectation of the supremum
norm of the second order log-likelihood derivative is finite are established. The existence of such moment bounds permits the establishment of the
CLT of the score and the uniform SLLN of the Hessian, so that the asymptotic normality of the QML estimators is proved.

CO710 Room 216 CREDIT RISK, LIQUIDITY AND BOND PRICING Chair: Ana Escribano

COO0815: On the effect of bond liquidity on financial contracts

Presenter:  Yuan Wang, Concordia University, Canada

The aim is to examine whether and how the bond market liquidity affect the contractual terms of newly issued public bonds. We find firms with
better bond market liquidity issue bonds with lower cost of debt, fewer restrictive covenant and longer maturity. These results hold after we control
for firm fixed effects, various bond and firm characteristics, use alternative proxies of bond liquidity, and employ an instrument variable regression to
deal with the endogeneity of bond liquidity. To identify the causal effect of bond liquidity on debt contracts, we conduct a quasi-natural experiment
study by using the implementation of TRACE as an exogenous shock to bond market liquidity. We find that the improvement of bond liquidity
due to the introduction of TRACE indeed affects debt contracts as expected. Further investigation shows that the impact of bond liquidity is more
pronounced in firms with poorer credit rating and more short-term debt. These findings are consistent with the notion that improvement of bond
market liquidity reduces firms rollover and credit risk so that firms can issue bonds with more favorable contractual terms.

CO1053: Liquidity and the size of trades around credit event news

Presenter: Ana Escribano, Universidad de Castilla-La Mancha, Spain

Co-authors: M Dolores Robles, Pilar Abad, Antonio Diaz

The aim is to investigate the impact of credit rating downgrades on the liquidity and trading behavior of both segments of trading, the institutional
and the retail sized ones, in the U.S. corporate bond market. Using the TRACE dataset, we analyze the information content of these events and
potential information asymmetries, distinguishing between trade sizes. We propose two additional hypotheses: the regulatory constraints and the
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risk tolerance limits that may force some institutional and retail bondholders to sell after certain downgrades. Our results show trading anticipation
before downgrades that is consistent with the existence of both types of investors, informed and uninformed. We also observe fire sales and price
concessions depending on rating specific regulatory constraints, capital requirements and risk tolerance limits.

CO1137: Time varying illiquidity of European corporate bonds

Presenter: Ranko Jelic, University of Sussex, United Kingdom

Co-authors: Dietmar Maringer, Xiaohua Chen

Excess returns and time varying illiquidity are studied for 17 European corporate bond indices during 2000-2014. It is plausible that returns and
illiquidity tend to vary over time depending on the state of the economy which in turn depends on some observable external conditions which are
then reflected in the state-indicator. The above scenario can be modelled through a threshold regime switching (TS) model in which the transition
mechanism is driven by observable state variables, and the transition between the regimes is abrupt at a threshold identified by the optimization
procedure. We therefore develop a TS model with various candidate transition variables and a genetic algorithm that enables us to identify the
most suitable factors that govern regime switches. We make a further methodological contribution by addressing model over-fitting by using the
Bayesian Information Criteria. The results identify changes in realized stock volatility as the best transition variable. In a regime with low volatility,
illiquidity levels and shocks are mostly insignificant. In a stress regime with increasing volatility, illiquidity bears the most significant impact on
bond index returns. We find significant differences in the illiquidity effects across bond indices for different maturities, ratings and industries.

COO0858: Credit rating news and stock return synchronicity: Informational effects of regulation reforms

Presenter: Dolores Robles, Universidad Complutense de Madrid, Spain

Co-authors: Pilar Abad, Rodrigo Ferreras

The informational content of changes in credit risk of corporate debt issues is analyzed. We study how credit rating variations announced by
the more globally important Credit Rating Agencies convey firm-specific information affecting the synchronicity of stock returns. We analyse
US companies from 1996 to 2014. We focus on the informational effects of the last regulatory reforms on the US financial market. We find
informational content that depends on firm characteristics and on features of the rating announcement. The new regulations affecting the credit
rating agencies has modified the informativeness level of these rating changes, sometimes on the direction expected when the rule was legislated
and other to the opposite side. We also confirm that multi-agency announcements, the fallen angels and the variation on the number of notches
affect directly to the information content of the rating announcement.

CO0599 Room 112 MACROECONOMIC SPILLOVERS AND MONETARY POLICY Chair: Hilde Bjornland

CO1342: Financial shocks and inflation dynamics

Presenter: Esteban Prieto, Deutsche Bundesbank, Germany

Co-authors: Sandra Eickmeier, Angela Abbate

The aim is to assess the effects of financial shocks on inflation, and to what extent financial shocks can account for the “missing disinflation” during
the Great Recession. We apply a vector autoregressive model to US macro and financial data over 1988-2015 and identify financial shocks through
sign restrictions. Our main findings are as follows. Expansionary financial shocks temporarily lower inflation, i.e. they are disinflationary. This
result withstands a large battery of robustness checks. Moreover negative financial shocks may have helped preventing a deflation during the crisis.
We then explore the transmission channels of financial shocks relevant for inflation and found that effectiveness of the cost channel can explain the
inflation response, a finding which could guide future theoretical work. Policy implications are twofold. First, financial shocks which raise output
and, at the same time, lower inflation bring about an additional trade-off for a central bank which stabilizes output and prices. Second, a monetary
policy which aims at stimulating credit supply and lowering funding costs risks pushing inflation down, something that should be avoided in a low
inflation environment.

CO1334: Economic policy uncertainty spillovers in booms and busts

Presenter: Giovanni Caggiano, University of Padova, Italy

A nonlinear VAR is estimated to quantify the impact of economic policy uncertainty shocks originating in the U.S. on the Canadian business cycle
in booms and busts. We find strong evidence in favor of asymmetric spillover effects. Uncertainty shocks originating in the U.S. explain about
27% of the variance of the 2-year ahead forecast error of the Canadian unemployment rate in periods of slack vs. 8% during economic booms.
Counterfactual simulations lead to the identification of a novel “economic policy uncertainty spillovers channel”. According to this channel, spikes
in U.S. economic policy uncertainty foster economic policy uncertainty in Canada in first place and, because of the latter, lead to a temporary
increase in the Canadian unemployment rate. This channel is shown to work only in periods of slack.

CO1337: On uncertainty: A topic model approach

Presenter: Vegard Larsen, Norges Bank, Norway

Newspaper content is used to create category specific measures of uncertainty. The news are classified using a topic model called Latent Dirichlet
Allocation. This model allow us to label a large number of news articles by their underlying content. Uncertainty measures are calculated based on
the count of uncertainty terms over time within specific types of news articles in Norways largest business newspaper. The uncertainty measures are
available at a daily frequency and they capture well known events linked to both uncertainty at an aggregate level, but also category specific events.
We investigate the response from changes in different types of uncertainty to aggregate macroeconomic variables in a structural VAR framework.
Several of the category specific uncertainty measures foreshadow weaker macroeconomic outcomes. But, different uncertainty categories can have
different effects. Grouping related categories together, we find that an increase in uncertainty related to the categories Household, Financial, and
Oil lead to a sizable negative effect on the Norwegian economy. Policy uncertainty seem not to be important for the Norwegian business cycle
when it is grouped together, but an increase in uncertainty related to Fiscal policy is followed by weaker economic conditions.

CO0482: On central banks response to developments in the global economy

Presenter:  Sepideh Zahiri, BI Norwegian Business School, Norway

Co-authors: Hilde Bjornland, Leif Anders Thorsrud

Our result suggests that central banks are not responding timely to developments in the global economy. To arrive at this conclusion we construct
a real-time data set of interest rate projections from central banks in three small open economies; New Zealand, Norway, and Sweden, and analyse
if revisions to these projections can be predicted by timely information. We find a systematic role for forward looking international indicators in
predicting the revisions to the interest rate projections. In contrast, using similar indexes for the domestic economy yields insignificant results.
Furthermore, we find that the interest rate revisions matters! Constructing a measure of monetary policy shocks based on the forecast errors in each
country, we show that financial variables react on impact to the monetary policy shocks, while there is an instant and gradual decline in output and
inflation.
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CO385 Room 217 FINANCIAL TIME SERIES MODELLING AND FORECASTING Chair: Alessandra Amendola

CO0424: A simple Markovian process with hyperbolic rates of convergence.

Presenter:  Alessandro Palandri, Dublin City University, Ireland

A Markovian process is introduced with hyperbolic reversion rates to the fixed point. Proofs are provided regarding the uniqueness of the fixed
point, its domain of attraction and the resulting uniform ergodicity. Two distinct lag-p generalizations of the baseline lag-one specification are
presented alongside their properties. The proposed process is compared to standard AR(p) auto-regressions: unit-root tests, predictions, forecasts
and the ability to capture various stylized facts. Furthermore, the proposed functional form is applied to discrete-time models of conditional
variances resulting into a new GARCH specication as well as a new specication for the modeling of realized measures of variance.

CO0685: Forecasting volatility with the asymmetric GARCH-MIDAS model

Presenter: Vincenzo Candila, University of Salerno, Italy

Co-authors: Alessandra Amendola

Recently proposed, the GARCH-MIDAS model has gained much attention in volatility modelling literature. It allows us to forecast the volatility
of a financial instrument by considering two multiplicative components, a short- and long-run one. The long-run component filters the information
provided by some additional exogenous variables, observed at lower frequencies than those of the financial instrument of interest, into the short-run
component. In this framework, the exogenous variables are usually some macroeconomic determinants of the variable of interest or some measures
of the state of the economy. So far, the GARCH-MIDAS model only considers an average effect of these variables on the volatility of the dependent
variable. However, positive and negative variations of the exogenous variables may have different effects on the volatility. And, in terms of risk
management, the knowledge that only a given direction in the exogenous variable variation would produce a larger increasing of volatility could be
very useful. Thus, the proposal is to forecast the volatility by considering an asymmetric GARCH-MIDAS specification, in order to investigate the
impacts of exogenous variables increasing or decreasing have on the volatility of the variable of interest.

CO1305: Combination of conditional quantile forecasts: An application to value at risk modeling

Presenter: Andre Portela Santos, Universidade Federal de Santa Catarina, Brazil

Co-authors: Guilherme Valle Moura, Joao Frois Caldeira

An effective and computationally fast approach is introduced to combine conditional quantile forecasts. The approach uses the information of the
relevant loss function for the quantile problem in order to define forecast combination weights in a dynamic fashion. Two important advantages of
the proposed method are that i) does not require numerical optimization of the combination weights, which facilitates implementation when a large
cross section of individual forecasts is considered and ii) the aggressiveness in the allocation across alternative forecasts and the trimming of worse
forecasts can be easily calibrated with a single parameter. An empirical exercise based on a data set with 50 assets shows that combinations of
portfolio VaR forecasts are accurate and outperform the 16 individual models in many instances. The results hold for both long and short portfolio
positions as well as in high volatile subsamples.

CO0840: Risk evaluation and pricing: Risk differential and return predictability patterns across markets and countries

Presenter: Francesco Violante, CREATES Aarhus University, Denmark

Co-authors: Jeroen Rombouts, Lars Stentoft

The relationship between future aggregate market returns and variance risk premia has been recently at the center of an active debate. While
some studies suggests that the variance risk premium suggest the existence of a strongly positive correlation, recent contributions show that
such predictability is largely attributable to the effect of extreme variance events and more precisely to the agents perception of such events.
Furthermore, mostly due to data availability, empirical evidence is generally reported for the U.S. as represented by the S& P500 portfolio. In
a comprehensive empirical study, we first extend the results to different market-wide U.S. portfolios, i.e. S& P500, DJIA30, RUSSELL2000,
NASDAQ100, characterized by different asset composition, degree of diversification and dimension. Second, we uncover commonalities and
idiosyncrasies in return predictability patterns at international level by considering several major European and Asian market portfolio.

CO307 Room 101 BIG DATA IN ECONOMICS AND FINANCE Chair: Veronika Czellar

CO0581: Information networks, profits, and pricing in financial markets

Presenter:  Johan Walden, UC Berkeley, Haas School of Business, United States

Information diffusion is studied within a network of investors in a financial market. In equilibrium, agents profits are closely related to their
centrality in the network. Moreover, the network’s topology affects asset pricing and trading volume dynamics. We take the model to the data,
using account level datasets of all trades and traders in the stock market. Consistent with theory, we find that central investors earn higher profits
and trade earlier than peripheral investors with respect to information events, and that network topology is related to asset price dynamics. Overall,
our results support a very high-dimensional and decentralized view of how information is incorporated into asset prices.

CO1492: Limited participation in the joint behavior of asset prices and individual consumptions

Presenter: Veronika Czellar, EDHEC, France

Co-authors: Francois Le Grand, Rene Garcia

We propose an asset pricing model featuring both limited participation and heterogeneity, in which agents randomly participate in the bond and
stock markets. Depending on their financial market participation, agents are endowed with different consumption processes, which satisfy Euler
conditions for both bonds and stocks. We propose an indirect inference method to jointly estimate individual consumption, bond and stock
market participation processes, and stock returns. We use individual US consumption (CEX), bond and stock return data. Our estimated model
performs very well at jointly replicating the equity premium and the unequal distribution of individual consumptions. We find that our estimation is
consistent with endogenous bond market participation and with a non-zero stock market participation cost. We show that the role of limited market
participation is necessary to match the heterogeneity in individual consumptions, while unlimited participation leads to very inaccurate replications
of consumption and return distributions.

CO1744: News measures, volatility and jumps

Presenter: Francesco Poli, University of Padova, Italy

Co-authors: Massimiliano Caporin

From two professional news providers we retrieve news stories and earnings announcements of the S&P 100 constituents and a set of 10 macroe-
conomic fundamentals. We thus create an extensive and innovative dataset which contains information with minute precision, useful to analyze
the link between news and asset price dynamics. We develop a novel text-analysis technique to detect the sentiment of a financial text of any type,
size and audience, and propose a set of more than 4K news-based variables that provide natural proxies of the information used by heterogeneous
market players. We first shed light on the impact of news on daily realized volatility and select news measures by penalized regression. Then, we
distinguish the relative importance between news measures and use them to forecast volatility. Finally, we investigate the relation between news
and intraday jumps, within a penalized logit approach.
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CO0526: Firm characteristics and the cross section of stock returns: A portfolio perspective

Presenter: Alberto Martin Utrera, Lancaster University Management School, United Kingdom

Co-authors: Victor DeMiguel, Francisco J Nogales, Raman Uppal

More than 300 characteristics have been proposed to explain the cross-section of stock returns. We study which are significant for portfolio
construction and why. We highlight three findings. First, without transaction costs five characteristics are significant because they increase mean
return, and also reduce the risk of the portfolio of characteristics. A sixth characteristic (beta) is significant only because it reduces risk, even
though its mean return is negligible. Prominent characteristics such as momentum and book to market are not significant because their contribution
to the portfolio mean is not sufficiently large to offset their contribution to portfolio risk. Second, with transaction costs the number of significant
characteristics increases. This is because the rebalancing trades across characteristics offset each other, reducing marginal transaction costs by 65%
relative to those from trading on the basis of single characteristics. Third, exploiting a large set of characteristics results in superior out-of-sample
performance, with Sharpe ratio of returns net of transaction costs 150% larger than that of the value-weighted portfolio, and 100% larger than that
of portfolios that exploit only the three traditional size, momentum, and book-to-market characteristics.

CG270 Room 109 CONTRIBUTIONS IN PORTFOLIO OPTIMIZATION AND PERFORMANCE EVALUATION Chair: Ralf Wunderlich

CC0404: The reopening of Dubins and Savage casino in the era of diversification

Presenter: Isaac Meilijson, Tel Aviv University, Israel

In Dynamic Programming, mixed strategies consist of randomizing the choice of actions. In some problems, such as portfolio management,it
makes sense to diversify actions rather than choosing among them purely or randomly. Optimal betting in casinos and roulette by a gambler with
fixed goal has been studied following Dubins and Savage without the element of diversification (betting simultaneously on different holes of the
roulette), once it was proved (Smith’s theorem) that diversification doesn’t increase the probability of reaching the goal. We question the scope of
this finding, that was based on the assumption that the holes on which gamblers can bet are disjoint, such as 1 and BLACK in regular roulette. A
counterexample is provided in which holes are nested, such as 1 and RED. Thus, it may be rational for gamblers with fixed goal to place chips on
more than one hole at the table. Unlike risk averters, these agents diversify over co-monotone assets (nested holes) but not over antithetic assets
(disjoint holes).

CC1545: Portfolio optimization based on GARCH-EVT-copula CVaR and mean-variance models

Presenter:  Andreas Stephan, Jonkoping University, International Business School, Sweden

Co-authors: Maziar Sahamkhadam, Ralf Ostermark

Regarding GARCH-EVT-Copula models, most studies have been performed on Student T and Gaussian copulas, with a few considering Clayton
copula. By adding Frank and Gumbel, we utilize GARCH-EVT-Copula models for optimizing and comparing Min-CVaR and Mean-Variance
portfolios. In order to perform the portfolio optimization, ten stock markets are considered including S& P 500, FTSE 100, DAX 30, EURO
STOXX 50, MSCI World, CAC 40, OMXC 20, OMXH, OMXS 30 and TOPIX. The sample period starts at August 26, 1996 which includes 5218
total observations. By dividing the sample into three periods and applying rolling portfolio, different rebalancing strategies are considered in order
to investigate the effects of Financial Crisis. To estimate the optimal weights, Linear and Quadratic Programing are implemented in Min-CVaR and
Mean-Variance portfolios, respectively. The results show that Frank copula leads to the lowest CVaR. Moreover, before the crisis, Student T and
Gaussian copulas have the highest Sharpe Ratios with quarterly and monthly rebalancing strategies. During the crisis, Clayton copula results to a
higher Sharpe Ratio. Interestingly, after crisis, Student T and Gaussian copulas outperform other models with daily and semi-annually rebalancing.
Finally, in most cases, Mean-Variance portfolio shows better results than Min-CVaR portfolio.

CC1433: Black-Litterman model for continuous distributions and general risk measures

Presenter: Andrzej Palczewski, University of Warsaw, Poland

The Black-Litterman methodology of portfolio optimization combines statistical information on asset returns with investors views within the
Markowitz mean-variance framework. The main assumption underlying the Black-Litterman model is that asset returns and investors views are
multivariate normally distributed. However, the empirical research demonstrates that the distribution of asset returns has fat tails and is asymmetric,
which contradicts normality. Moreover, recent advances in risk measurement advocate replacing the variance by risk measures that take account of
tail behavior of the portfolio return distribution. We extend Black-Litterman theory into general continuous distributions with the risk measured by
general deviation risk measures. Using ideas from the Black-Litterman methodology, we design analytical and numerical methods (with variance
reduction techniques) for the inverse portfolio optimization that extracts in a stable way statistical information from historical data. We introduce
a quantitative model for stating investors views and blending them consistently with the market information via Bayes formula. The theory is
complemented with the design of efficient numerical methods. We conclude with a number of practical examples that demonstrate significant
impact of the choice of istributions on optimal portfolio weights to the extent that the classical Black-Litterman procedure cannot be viewed as an
adequate approximation.

CC1372: Testing out-of-sample portfolio performance

Presenter:  Winfried Pohlmeier, University of Konstanz, Germany

Co-authors: Ekaterina Kazak

While the literature on portfolio choice largely concentrates on stabilization strategies, little attention has been devoted to the quality of performance
tests used to check, if a portfolio strategy can significantly outperform an alternative one in terms of a given performance measure. The quality
of portfolio performance tests based on out-of-sample returns are studied. We argue that the puzzling empirical results of inferior performance
of the theoretically superior strategies based on the out-of-sample comparison are partly resulting from the low power properties of these tests.
We emphasize the importance of the underlying return distribution and show that the out-of-sample portfolio returns follow a mixture distribution
depending on the return vector, but also the estimated portfolio weights. In our simulation study with the proposed mixture distribution design
we show that in the realistic cases the test difference is overemphasized. The main issue is the low testing power, which automatically leads to a
conclusion, that the benchmark strategy cannot be outperformed. For the applied researcher we provide some guidance to cope with the problem
of low power.
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EI673 Room Graduation hall FUNCTIONAL DATA ANALYSIS: THEORY AND APPLICATIONS Chair: Jeng-Min Chiou

EI0307: Detection of periodicity in functional time series

Presenter:  Siegfried Hoermann, Univ libre de Bruxelles, Belgium

Co-authors: Gilles Nisol, Piotr Kokoszka

Periodicity is one of the most important characteristics of time series, and tests for periodicity go back to the very origins of the field. The
importance of such tests has manifold reason. One of them is that most inferential procedures require that the series be stationary, but classical
stationarity tests (as e.g. KPSS procedures) have little power against a periodic component in the mean. In this account we respond to the need
to develop periodicity tests for functional time series (FTS). Examples of FTS’s include annual temperature or smoothed precipitation curves,
daily pollution level curves, various daily curves derived from high frequency asset price data, daily bond yield curves, daily vehicle traffic curves
and many others. One of the important contributions of this article is the development of a fully functional ANOVA test for stationary data. If
the functional time series (Y;) satisfies a certain weak-dependence condition, then, using a frequency domain approach, we obtain the asymptotic
null-distribution (for the constant mean hypothesis) of the functional ANOVA statistic. Adapting ANOVA for dependence is one way to conduct
periodicity analysis. It is suitable when the periodic component has no particular form. If, however, the alternative is more specific or the period
is large then we can construct simpler and more powerful tests. The power-advantage will be illustrated in simulations and by a theoretical case
study.

EI0905: Goodness-of-fit tests for models with functional data

Presenter:  'Wenceslao Gonzalez-Manteiga, University of Santiago de Compostela, Spain

Co-authors: Juan A Cuesta-Albertos, Eduardo Garcia-Portugues, Manuel Febrero-Bande

Different goodness-of-fit tests for some null hypothesis of models with functional data are given. The simplest versions of these tests are based on
the residual marked empirical process indexed by random projections for testing the hypothesis of a functional linear model with scalar response.
Some asymptotic distribution of the mentioned projected empirical process is obtained under general conditions using estimation by functional
principal components. Other considered models are the functional partially linear model or the functional linear model with functional response.
The asymptotic distribution of the Kolmogorv-Smirnov and Cramer-von Mises tests built with the associated process is considered. The exact
distribution of the tests is also calibrated by bootstrap and the finite sample properties are illustrated by simulations as well as real data applications.

EI1368: Weighing schemes for functional data

Presenter: Xiaoke Zhang, University of Delaware, United States

Co-authors: Jane-Ling Wang

Nonparametric estimation of mean and covariance functions is important in functional data analysis. We investigate the performance of local linear
smoothers for both mean and covariance functions with a general weighing scheme, which includes two commonly used schemes, equal weight per
observation (OBS), and equal weight per subject (SUBJ), as two special cases. We provide a comprehensive analysis of their asymptotic properties
on a unified platform for all types of sampling plan, be it dense, sparse, or neither. These two weighing schemes are compared both theoretically
and numerically. In addition to OBS and SUBJ schemes, we propose a new class of weighing schemes in terms of the mixture of their weights. We
might also explore optimal weighing schemes.

EO009 Room212 VINE COPULAS: THEORY AND APPLICATIONS Chair: Claudia Czado

EOO0171: Model selection for discrete regular vine copulas

Presenter: Anastasios Panagiotelis, Monash University, Australia

Co-authors: Claudia Czado, Jakob Stoeber, Harry Joe

Discrete vine copulas provide a flexible modeling framework for high-dimensional data and have significant computational advantages over com-
peting methods. A vine-based multivariate probability mass function is constructed from bivariate copula building blocks and univariate marginal
distributions. However, even for a moderate number of variables, the number of alternative vine decompositions is very large and additionally there
is a large set of candidate bivariate copula families that can be used as building blocks in any given decomposition. Together, these two issues ensure
that it is infeasible to evaluate all possible vine copula models. Two greedy algorithms are introduced for automatically selecting vine structures
and component pair-copula building blocks. The algorithms are tested in a simulation study that is itself driven by real world data from online
retail. We show that both algorithms select vines that provide accurate estimates of the joint probabilities. Using three different f-divergences as
criteria, our algorithms outperform a Gaussian copula benchmark, especially for data with high dependence. Finally, the selection algorithm is
applied to data from the General Social Survey and outperforms a Gaussian copula benchmark using both in-sample and out-of-sample criteria.

EO0281: Regional climate models and the spatial dependence of precipitation

Presenter: Ingrid Hobaek Haff, University of Oslo, Norway

Co-authors: Arnoldo Frigessi, Douglas Maraun

How well a suite of regional climate models (RCMs) from the ENSEMBLES project represents the residual spatial dependence of daily precipitation
is investigated. The study area is a 200 by 200 km region in south central Norway, with RCMs driven by ERA-40 boundary conditions at a horizontal
resolution of approximately 25 by 25 km. We model the residual spatial dependence with pair-copula constructions, which allows us to assess both
the overall and tail dependence in precipitation, including uncertainty estimates. The selected RCMs reproduce the overall dependence well, though
the discrepancies compared to observations are substantial. All models overestimate the overall dependence in the west-east direction. They also
overestimate the upper tail dependence in the north-south direction during winter, and in the west-east direction during summer, whereas they
tend to underestimate this dependence in the north-south direction in summer. Moreover, many of the climate models do not simulate the small-
scale dependence patterns caused by the pronounced orography well. However, the misrepresented residual spatial dependence does not seem to
affect estimates of high quantiles of extreme precipitation aggregated over a few grid boxes. The underestimation of the area-aggregated extreme
precipitation is due mainly to the well-known underestimation of the univariate margins for individual grid boxes, suggesting that the correction of
RCM biases in precipitation may be feasible.

EO0504: Predicting conditional quantiles using D-Vine copulas

Presenter: Daniel Kraus, Technische Universitaet Muenchen, Germany

Co-authors: Claudia Czado

Quantile regression, that is the prediction of a random variable’s quantiles conditioned on other random variables taking on certain values, has
perpetually gained importance in statistical modeling and financial applications. Often used methods such as linear quantile regression fail to detect
complex dependence behaviors between response and predictors. They also might result in crossing quantiles. We introduce a new semiparametric
quantile regression method based on sequentially fitting a conditional likelihood optimal D-vine copula to given data resulting in highly flexible
models with easily extractable conditional quantiles. As a subclass of regular vine copulas, D-vines enable the modeling of multivariate copulas
in terms of bivariate building blocks, a so-called pair-copula construction (PCC). The proposed algorithm works fast and accurate even in high
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dimensions, incorporates an automatic variable selection and is applicable to continuous as well as discrete data. In a simulation study the improved
accuracy of the approach in comparison to established methods such as linear or nonparametric quantile regression is highlighted.

EO1181: Precipitation modeling via spatial vine copulas

Presenter: Benedikt Graeler, Ruhr University Bochum, Germany

Spatial vine copulas, where the bivariate copula building blocks are parameterized by the separating distance between locations, have proven
useful to model skewed spatial random fields. Modeling and interpolating rainfall adds further challenges, as the marginal distribution is not only
skewed, but also contains a majority of zeros. Furthermore, the dependence of a rainfall field may strongly differ between rainfall events ranging
from extreme local rainfall to widespread continuous rainfall. These challenges are addressed with a spatial vine copula approach to model and
interpolate precipitation.

EO495 Room Board meeting room I APPLYING EXTREME VALUE STATISTICS IN FINANCE AND ECONOMICS Chair: Chen Zhou

EO0402: Tail risk in government bond markets and ECB unconventional policies

Presenter: Bernd Schwaab, European Central Bank, Germany

Co-authors: Xin Zhang

A novel observation-driven model is derived to study the time variation in the tail shape for time series observations from a wide class of fat-tailed
distributions. Monte Carlo experiments suggest that the model reliably captures tail shape variation in a variety of simulation settings. In an
empirical study of sovereign bond yields at a high frequency, we demonstrate that unconventional monetary policies adopted by the European
Central Bank between 2010-2012, specially its Securities Markets Programme and Outright Monetary Transactions, lowered the tail risk associated
with holding certain sovereign bonds during the euro area sovereign debt crisis.

EO0426: Robust bounds for multivariate extreme value distributions

Presenter: Sebastian Engelke, Ecole Polytechnique Federale de Lausanne, Switzerland

Co-authors: Jevgenijs Ivanovs

Univariate extreme value theory is used to estimate the value at risk of an asset in regions where few or no observations are available. It is based on
the asymptotic result that the maximum of the data follows approximately a generalized extreme value distribution. The worst case bounds for high
exceedance probabilities that are robust against incorrect model assumptions of the extremal types theorem has been recently studied. For two or
more dependent assets, multivariate extreme value theory provides an asymptotically justified framework for the estimation of joint exceedances.
Here, the strength of dependence is crucial and it is typically modeled by a parametric family of distributions. We analyze bounds that are robust
against misspecification of the true dependence between assets. They arise as the explicit solution to a convex optimization problem and take a
surprisingly simple form. In a financial context, these robust bounds can be interpreted as the worst-case scenarios of a systematic stress test. We
show the importance of this approach in simulations and apply it to real data from finance.

EO0597: Asymptotic analysis of portfolio diversification

Presenter: Fan Yang, University of Waterloo, Canada

Co-authors: Chen Zhou

Interconnectedness and heavy-tailedness of risks may result in high systematic risk. When the number of risks are fixed, maximizing diversification
benefits can lower the portfolio risk. The diversification ratio, also known as the risk concentration, is used to measure the diversification benefit. We
aim to construct the most diversified portfolio when risks are heavy-tailed and dependent, modeled by the multivariate regularly variation structure.
Since explicit solutions to such optimization problems are generally not available and the computation burden of such solution is very heavy and
not stable, asymptotic analysis is conducted as an alternative way to study them. The asymptotic solution is showed to be a good approximation
to the true solution and the approximation error is given as well. Our theoretical results are supported by extensive numerical simulations. The
estimation of the asymptotic solution is provided and then our strategy is also applied to real market data.

EO1085: Estimation of the marginal expected shortfall using extreme expectiles

Presenter: Abdelaati Daouia, UMR5314 TSE-R CNRS, France

Co-authors: Stephane Girard, Gilles Stupfler

Tail expectiles are used to estimate the Marginal Expected Shortfall (MES), an important factor when measuring the systemic risk of financial
institutions. Denoting by X and Y, respectively, the loss of the equity return of a financial firm and that of the entire market, the MES is equal
to E(X|Y > t), where ¢ is a high threshold reflecting a substantial market decline. For a wide class of bivariate distributions of (X,Y) and for an
extreme expectile ¢ of the distribution of Y, we construct asymptotically normal estimators of the MES. The concept of expectiles is a least squares
analogue of quantiles which defines itself a coherent risk measure. A rival procedure using extreme tools is based on quantiles. The expectile-based
MES is definitely less pessimistic than the quantile-based MSE whenever the tail indices of X and Y are smaller than 1/2. This is typically the case
in the financial setting as illustrated via a concrete application to three large US investment banks.

EO003 Room 312 BIG DATA: CONVERGENCE OF STATISTICS AND OPTIMIZATION Chair: Stephane Chretien

EO0416: Time-delay reservoir computers and high-speed information processing capacity

Presenter:  Juan-Pablo Ortega, University St. Gallen, Switzerland

Co-authors: Lyudmila Grigoryeva, Julie Henriques, Laurent Larger

The aim is to show how various ideas coming from the nonlinear stability theory of functional differential systems, stochastic modeling, and
machine learning, can be put together in order to create an approximating model that explains the working mechanisms behind a certain type of
reservoir computers. Reservoir computing is a recently introduced brain-inspired machine learning paradigm capable of excellent performances
in the processing of empirical data. We focus on time-delay based reservoir computers that have been physically implemented using optical and
electronic systems and have shown unprecedented data processing rates. Reservoir computing is well-known for the ease of the associated training
scheme but also for the problematic sensitivity of its performance to architecture parameters. The reservoir design problem is addressed, which
remains the biggest challenge in the applicability of this information processing scheme. Our results use the information available regarding the
optimal reservoir working regimes in order to construct a functional link between the reservoir parameters and its performance. This function is
used to explore various properties of the device and to choose the optimal reservoir architecture, thus replacing the tedious and time consuming
parameter scannings used so far in the literature.

EO1025: Trade-off between computational cost and estimate accuracy: Some attempts

Presenter: Christophe Biernacki, Inria, France

Co-authors: Alain Celisse, Maxime Brunin

Most estimates practically arise from algorithmic processes aiming at optimizing some standard, but usually only asymptotically relevant, criteria.
Thus, the quality of the resulting estimate is a function of both the iteration number and also the involved sample size. An important question is to
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design accurate estimates while saving computation time, and we address it in the simplified context of linear regression here. Firstly, we fix the
sample size. We focus on estimating an early stopping time of a gradient descent estimation process aiming at maximizing the likelihood. It appears
that the accuracy gain of such a stopping time increases with the number of covariates, indicating potential interest of the method in real situations
involving many covariates. Secondly, we authorize both the number of iterations and the (sub)sample size to be estimated for providing the optimal
estimate accuracy, while respecting now a given maximum computational cost. Indeed, restricting estimation to subsamples is a standard behavior
of practitioners in a “Big Data” context for computational reasons. Our aim is thus to formalize such an empirical process to provide established
recommendations for selecting simultaneously the couple iteration number and subsample size.

EO1260: A unified rule to select a threshold

Presenter:  Sylvain Sardy, University of Geneva, Switzerland

The last twenty years have seen the development of many thresholding estimators (best subset, group lasso, square root lasso, Subbotin lasso, total
variation, elastic net, to cite a few) in many settings (GLM, low-rank matrix estimation, density estimation). They all require a threshold selection.
To that aim, we propose a unified selection rule based on the concept of a zero-thresholding function and a null-thresholding statistic. We apply the
methodology to a high dimensional inverse problem in Cosmology.

EO1333: Some results in nonconvex estimation

Presenter: Stephane Chretien, NPL, United Kingdom

Estimation with nonconvex criteria is crucial in low rank matrix completion, low rank matrix recovery and Semi-Definite programming problems
based on the Burer-Monteiro factorization approach. It has been proved recently that local minimizers are close to the true solution in the low rank
recovery problem under some restricted isometry types of conditions. We present an overview and some generalisations of these results based on
random matrix theory.

EO175 Room 214 DESIGN OF EXPERIMENTS Chair: Kalliopi Mylona

EO0450: Optimal designs for fractional polynomial models

Presenter:  Victor Casero-Alonso, University of Castilla-La Mancha, Spain

Co-authors: Jesus Lopez-Fidalgo, Weng Kee Wong

Fractional polynomials have been shown to be much more flexible than polynomials for fitting continuous outcomes in the biological and health
sciences. Despite their increasing popularity, design issues for fractional polynomials models have never been addressed. The aim is to provide D-
and I-optimal experimental designs for prediction using fractional polynomial models, evaluates their properties and provides a catalogue of design
points useful for fractional polynomial models. We also construct optimal designs for selected multi-factor fractional polynomials. As applications,
we re-design two studies using optimal designs developed here and show they can produce substantial gains in terms of cost and quality of the
statistical inference. We also provide a user friendly applet for generating optimal designs for fractional polynomials up to degree 3.

EO0522: Optimal design for experiments with partially observed data

Presenter: Stefanie Biedermann, University of Southampton, United Kingdom

Co-authors: Kim Lee, Robin Mitra

Missing values complicate statistical analyses, but are particularly problematic when constructing optimal designs, as it is not known which values
are missing at the design stage. When data are missing at random it is possible to incorporate this information into the optimality criterion that
is used to find designs. However, when data are not missing at random such a framework may no longer be appropriate. We show the latest
developments in designing experiments when data are missing at random, and develop a framework that addresses the specific challenges that not
missing at random values present.

EO0599: Response surface designs robust to missing observations

Presenter: Luzia Trinca, Unesp, Brazil

Co-authors: Marcelo da Silva, Steven Gilmour

Design criteria which allow pure error degrees of freedom may produce designs that break down when even a single run is missing. The inclusion,
in a compound criteria, of a measure of leverage uniformity is proposed in order to produce designs that are more robust to missing observations.
By appropriately choosing the weights of each part of the criterion, robust designs are obtained that are also highly efficient in terms of other
properties. Several examples are used for illustration.

EO00940: Optimal design of two-stratum experiments in the presence of autocorrelation

Presenter: Daniel Palhazi Cuervo, University of Antwerp, Belgium

Co-authors: Peter Goos, Kenneth Sorensen

There are several experimental scenarios in which a complete randomization is not possible. This usually happens when not all observations can
be made under homogeneous conditions, or when there are factors whose levels are hard or expensive to change. For these cases, it is possible
to generate experimental designs that explicitly take into account these limitations. This kind of designs, called two-stratum designs, groups the
observations that are made under similar experimental conditions. The data from these experiments is usually analyzed assuming that every pair
of observations within a given group has the same correlation. We study experimental scenarios in which not all pairs of observations within
each group are correlated to the same extent. Instead, we consider observations that are closer to each other (either in time or space) to be
more correlated than observations that are further apart. This might be expected when the observations are carried out sequentially, or when the
experimental conditions are slightly different for each observation within the group. We generate optimal designs for two-stratum experiments
under these conditions, and we compare their statistical efficiency to that of traditional designs (constructed assuming that all observations within
a group are correlated to the same extent).

EO071 Room 305B OUTLIERS, ROBUSTNESS AND EXTREMES IN TIME SERIES Chair: Roland Fried

EO0550: Aspects of composite likelihood inference in time series models

Presenter: Xanthi Pedeli, Ca Foscari University, Italy

Co-authors: Cristiano Varin

Statistical inference in time series models has traditionally been based on the likelihood principle. However, computation of the likelihood function
at the basis of frequentist and Bayesian inferential frameworks is often intractable in high-dimensional time series models. To this end, several
simulation-based methods to approximate the likelihood have been proposed in the literature. Although simulation methods may make the esti-
mation problem feasible, they are often computationally intensive and the quality of the numerical approximations may be difficult to assess. The
method of composite likelihood (CL) has been proposed as a surrogate of intractable likelihoods in highly structured models. CL is an inference
function constructed from the combination of low-dimensional likelihoods that contain enough information about the dependence structure to
produce meaningful results. A critical discussion about theory and application of CL in a variety of time series models is provided.
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EO0378: Outlier detection in high-dimensional time series

Presenter: Pedro Galeano, Universidad Carlos III de Madrid, Spain

Co-authors: Daniel Pena

A procedure based on linear transformations is presented to clean a large collection of time series of outliers. For that, it is assumed that the series
has been generated from a dynamic factor model and that the outliers can affect either the latent factors or the idiosyncratic noise. The effects of the
outliers on the observed time series are analyzed. Particularly, we show that the outliers can be fairly well detected using linear transformations of
the observed series constructed from eigenvectors of the sample autocovariance matrices. We propose a simple and fast procedure based on these
linear transformations for outlier detection that it is illustrated with simulations and the analysis of a real data example.

EO0996: Robust approaches for change point detection in panel data

Presenter: Alexander Duerre, TU Dortmund, Germany

Co-authors: Roland Fried

In panel data we usually observe a large number of individuals over a time period. One often assumes stability of the model over time. There are
different proposals to test this assumption. However, up to now little attention has been paid to robustness, although a small fraction of outliers
can lead to a false rejection of the null-hypothesis or even mask a change point. We therefore propose alternative robust procedures for different
situations with short-range serial and possibly cross-sectional dependence. Some simulations compare these methods with existing nonrobust tests.

EO1246: On asymptotical methods for joint estimation of a common extreme value characteristic from multiple stations

Presenter: Paul Kinsvater, TU Dortmund University, Germany

Co-authors: Roland Fried, Jona Lilienthal

In regional flood frequency analysis (RFA) a goal is to estimate high quantiles of an annual maximal river flow distribution F; by gathering
information from many stations in the neighborhood with corresponding annual distributions Fj, j =2,...,d. E.g. the popular Index Flood (IF)
approach is based on an assumption termed regional homogeneity, which states that the quantile curves are related by F jfl =y ijl for some
unknown s; >0, j =2,...,d, usually with the additional assumption that F; = Fg is known up to some finite-dimensional parameter 6 € ®. While
the considered time series can be regarded as independent in time, a challenge arises from the fact that river flows X = (Xy,...,X;)’ from the d
stations are often highly dependent in space. To the best of our knowledge, none of the popular methods based on the IF-model is able to adequately
take into account the spatial dependence. Our goal is to fill this gap. We are going to present asymptotic theory for classical parametric and also for
semi-parametric RFA procedures that do take into account such dependences. We illustrate the methods on river flow series from the Mulde basin
in Germany, where people have suffered several times from severe floods in the recent past, e.g. in summer of 2002 and 2013.

EO025 Room 301 NONPARAMETRIC ANALYSIS OF FINANCIAL MARKETS Chair: Stefan Sperlich

EO0552: Recovering the yield curve evolution

Presenter: Davide La Vecchia, University of Geneva, Switzerland

Co-authors: Bonsoo Koo, Oliver Linton

A novel nonparametric inferential procedure is developed for the yield curve dynamics. Our methodology makes use of cross sectional observations
on bonds, either zero-coupon or coupon paying, across several time periods. The novelty of our approach is the combination of two different
techniques: cross sectional nonparametric methods and kernel estimation for locally stationary time series. The resulting nonparametric time
varying functional estimator is able to capture the yield curve shapes and dynamics commonly observed in the fixed income markets. Consistency,
the rate of convergence and asymptotic normality of the proposed estimator are derived. A Monte Carlo exercise illustrates the good performance
of the proposed method, under different scenarios.

EO0939: Some classes of univariate and multivariate beta-generated distributions to model financial data

Presenter:  Jose Maria Sarabia, University of Cantabria, Spain

Co-authors: Faustino Prieto, Vanesa Jorda

Empirical features of many financial data series have motivated the study of flexible classes of distributions which can incorporate properties such
as skewness and fat-tailedness. We propose the use of some models of univariate and multivariate beta-generated and generalized beta-generated
distributions, for modelling financial data. We begin studying two classes of skew t distributions. The first family depends on two shape parameters
which control the skewness and the tail weight, and the second family includes an extra parameter. We obtain analytical expressions for the
cumulative distribution function, quantile function and moments, and some quantities useful in financial econometrics, including the value at risk.
We provide several stochastic representations for these families in terms of usual distributions functions. Then, we propose some multivariate
extensions and explore some of their properties. An empirical application with real data is provided, applying two alternative methods to estimate
the parameters. On the one hand, we perform a conventional estimation of the parameters by maximum likelihood. We also explore the estimation
of the parameters by modeling them as a function of other covariates, using non-parametric techniques.

EO0871: Improved nonparametric estimation of the Sharpe-ratio

Presenter: Michael Scholz, University of Graz, Austria

Co-authors: Stefan Sperlich, Jens Perch Nielsen, Enno Mammen

A two step approach is proposed to improve the estimation of the Sharpe-ratio, one of the most used measures of performance evaluation for
investment strategies. We estimate first the conditional mean function of excess stock returns and then the corresponding conditional variance
function in a predictive regression model focusing on nonlinear relationships between a set of covariates. The inclusion of prior knowledge in our
nonlinear model shows notable improvement compared to a fully nonparametric model. Finally, a ratio of the estimates of both steps gives our
new estimator of the Sharpe-ratio for which we also provide statistical properties. In an applied part, we show the efficiency of our estimator in the
long-term view using annual data of the S& P500 in a period from 1872 to 2015.

EO1296: An omnibus specification test of conditional asset pricing models

Presenter:  Juan Manuel Rodriguez-Poo, Universidad de Cantabria, Spain

Co-authors: Stefan Sperlich, Francisco Penaranda

A new omnibus specification test of conditional asset pricing models is presented. These models provide constraints that conditional moments
of returns and pricing factors must satisfy, but most of them do not provide information on the functional form of those conditional moments.
Hence, the main interest of this test is that it is not only robust to functional form misspecification of conditional moments, but it also detects any
relationship between pricing errors and conditioning variables. This last issue is of crucial interest for power in testing conditional models. Special
emphasis is given on practical issues like bias reduction, adaptive bandwidth choice, rather general but simple requirements on the estimates,and
finite sample performance, including the resampling approximations.
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EO0691 Room309B ORDER RESTRICTED INFERENCE Chair: Ori Davidov

EOO0555: Detection of rhythmic signals in oscillatory systems using order restricted inference

Presenter: Miguel Fernandez, Universidad de Valladolid, Spain

Co-authors: Yolanda Larriba, Cristina Rueda, Shyamal Peddada

The determination of rhythmic signals in oscillatory systems, such as cell cycle or circadian clock, is essential for biologists to know which genes
are associated to the system. While there are several procedures available for this task in the literature, none of them is satisfactory enough. One of
the reasons for this is the absence of a good definition of rhythmic signal. We propose a new definition of rhythmic signal using order restrictions
and taking into account the needs of the biologists, and an algorithm based on order restricted inference and conditional tests to detect and classify
the signals in different groups. We test the algorithm in simulations and with real databases from circadian clock, and compare it with the most
usual methods available showing its good performance.

EO1215: On comparing cumulative incidence functions in a competing risks model using empirical likelihood

Presenter: Hammou ElBarmi, Baruch College, The City University of New York, United States

Co-authors: Vicente Nunez-Anton

An empirical likelihood approach is developed to testing the hypothesis that the cumulative incidence functions corresponding to k-competing risks
are equal against the alternative that they are not equal or that they are linearly ordered. The proposed test statistics are formed by integrating a
localized empirical likelihood statistic with respect to the empirical distribution. The asymptotic null distribution of these test statistics is found
to have a simple distribution-free representation in terms of standard Brownian motion. The approach is extended to the case of right-censored
survival data via multiple imputation. To illustrate the theoretical results, we discuss an example involving survival times of mice exposed to
radiation.

EC1573: Influence of microarray normalization strategies and rhythmicity detection algorithms to detect circadian rhythms

Presenter:  Yolanda Larriba, Universidty of Valladolid, Spain

Co-authors: Cristina Rueda, Miguel Fernandez, Shyamal Peddada

High-throughput microarray technologies are a widely used research tool in gene expression analysis. A large variety of preprocessing methods
for raw intensity measures is available to establish gene expression values. Normalization is the key stage in preprocessing methods, since it
removes systematic variations in microarray data. Then, the choice of the normalization strategy can make a substantial impact to the final results.
Additionally, we have observed that the identification of rhythmic circadian genes depends not only on the normalization strategy but also on
the rhythmicity detection algorithm employed. We analyze three different rhythmicity detection algorithms. On the one hand, JTK and RAIN
which are widely extended among biologists. On the other hand, ORIOS, a novel statistical methodology which heavily relies on Order Restricted
Inference and that we propose to detect rhythmic signal for Oscillatory Systems. Results on the determination of circadian rhythms are compared
using artificial microarray data and publicly available circadian data bases.

EC1496: A stochastic process approach to multilayer neutron detectors

Presenter:  Vladimir Pastukhov, Lund University, Sweden

Co-authors: Dragi Anevski

The feasibility of statistical determination of a neutron wavelength andenergy spectrum in the new generation of neutron detectors is discussed.
The data from the multi-grid detector consists of counts of the number of absorbed particles, along the sequence of the detector cells.First, we
consider the unimodal incident beam which is assumed to be a Poisson process. Using the Maximum Likelihood (ML) estimator we discuss its
asymptotic properties. Next, we generalise this result for the case of the monotone spectrum of a multimodal Poisson beam. The last part is the
ultimate challenge and is dedicated to the estimation the continuous spectrum of the incident beam, under the assumption of monotonicity.

EO191 Room 308 B RECENT ADVANCES ON ESTIMATING EQUATIONS Chair: Yves Berger

EO0627: Smooth minimum distance estimation with generated regressors

Presenter: Daniel Becker, University of Bonn, Germany

Co-authors: Valentin Patilea, Alois Kneip

In a recent study, a new class of smooth minimum distance (SmoothMD) estimators was proposed, that is suitable for models defined by conditional
moment conditions. The SmoothMD estimator is extended to models with nuisance parameters or functions, and to generated regressors. The
investigated framework includes nonlinear models with endogeneity, transformation models, as well as some semiparametric extensions. Particular
attention is given to generated regressors. This topic has become quite important, especially due to the recent developments in the econometric
analysis of treatment effects and in the identification and estimation of nonlinear models with endogenous covariates using control variables. The
asymptotic behavior of the new SmoothMD estimator is studied under general conditions and new inference methods for complex models are
proposed. A simulation experiment illustrates the performance of the methods for finite samples.

EO0638: Bias-reduced double-robust estimation

Presenter:  Stijn Vansteelandt, Ghent University, Belgium

Co-authors: Karel Vermeulen

Over the past decade, double-robust (DR) estimators have been proposed for a variety of target parameters in causal inference and missing data
models. These are asymptotically unbiased when at least one of two working models is correctly specified, regardless of which. While theoretically
appealing, DR estimators have been the subject of recent debate. The reason is that model misspecification is likely to affect all working models
in practice. Moreover, the performance of DR estimators can be sensitive to the choice of estimators used for fitting the working models, and can
sometimes be worse than that of competing estimators that do not enjoy the double protection property. It will be shown that some DR estimators
partially retain their robustness properties even under misspecification of both working models. In particular, we will propose a simple and generic
estimation principle for the nuisance parameters indexing both working models, which is designed to improve the performance of the DR estimator,
relative to the default use of MLEs for the nuisance parameters. The proposed approach locally minimises the squared first-order asymptotic bias of
the DR estimator under misspecification of both working models and results in DR estimators with easy-to-calculate asymptotic variance. Results
from simulation studies and data analyses confirm these theoretical properties and demonstrate major improvements relative to the default DR
exposure effect estimators.

EO0710: Estimating equations, empirical likelihood and complex sampling

Presenter:  Yves Berger, University of Southampton, United Kingdom

Most of mainstream statistic is based on independent and identically observations. However, this basic assumption does not hold with survey
data, because units are often collected with complex sampling designs involving unequal probabilities and clustering. A novel empirical likelihood
approach has been previously developed for complex sampling. We show how this approach can be used for conditional estimating equations. We
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will also revisited some principles specific to survey sampling theory, such as as calibration and inclusion probabilities, and often thought not be
part of mainstream statistic. We will show that these principles are just the consequence of the maximisation of an empirical likelihood function.

EO1013: Panel-data modelling using structural mean models

Presenter: Paul Clarke, University of Essex, United Kingdom

Co-authors: Yanchun Bao

Structural mean models (SMMs) are a class of semiparametric models originally designed for the estimation of causal effects of treatment regimes
based on data from randomized clinical trials in which there was patient noncompliance. Until now, SMMs have not been used for modelling
longitudinal panel data. We use SMMs to estimate the causal effect of employment status on mental health from the British Household Panel Study
(BHPS). Estimation of these models using the generalized method of moments (GMM) is considered both with and without the assumption of
no unobserved confounding. The substantive focus is on the effect of changes in employment status on mental health, which requires the use of
extended SMMs which satisfy a second-order Markov assumption. Fully and locally efficient estimators are derived for this family of models. We
also explore different strategies for specifying the potentially complex auxiliary for estimation. Our results are compared with those obtained using
alternative types of panel-data model.

EO519 Room 305A RECENT ADVANCES OF STATISTICAL METHODS IN SURVIVAL ANALYSIS AND MISSING DATA Chair: Lihong Qi

EO00699: Cox regression analysis with missing covariates via nonparametric multiple imputation

Presenter: Chiu-Hsieh Hsu, University of Arizona, United States

The situation of estimating Cox regression is considered when some covariates are subject to missing, and these exist additional information which
may be predictive of the missing covariates. We propose to use two working models: one for predicting the missing covariates and the other
for predicting the missing probabilities. For each missing covariate observation, these two working models are used to define a nearest neighbor
imputing set. This set is then used to non-parametrically impute covariate values for the missing observation. Upon the completion of imputation,
Cox regression is performed on the multiply imputed datasets to estimate the regression coefficients. In a simulation study, we compare the
nonparametric multiple imputation approach with the augmented inverse probability weighted method. We show that the proposed nonparametric
imputation method is robust to mis-specification of either one of the two working models and robust to mis-specification of the link function of
the two working models. In contrast, the augmented inverse probability weighted method is not robust to mis-specification of the link function
of the two working models and is sensitive to the selection probability. We apply the approaches to a breast cancer dataset from Surveillance,
Epidemiology and End Results Program.

EO0790: Re-use of nested case-control studies for the analysis of semi-competing risks data

Presenter: Sebastien Haneuse, Harvard TH Chan School of Public Health, United States

Co-authors: Ina Jazic

In the semi-competing risks setting, individuals may experience some non-terminal event (e.g. disease recurrence) or a terminal event (e.g.
death) or, possibly both. In instances where one or more exposures/covariates are difficult to obtain, researchers have several options at their
disposal with which to sub-sample patients on whom to collect complete data. One option is the nested case-control (NCC) design, which is
typically implemented by performing risk set sampling on the basis of a single outcome of interest, possibly matching on certain factors, and
estimation/inference is performed for a Cox model. We propose a novel statistical framework for estimation/inference with respect to an illness-
death model for semi-competing risks data by re-using data from a NCC design. In particular, we consider situations where the initial NCC study
used either the non-terminal or the terminal event as the primary outcome of interest, as well as situations where one can or cannot supplement the
NCC study with additional cases of the secondary outcome from the remainder of the cohort. We propose both maximum likelihood and maximum
weighted partial likelihood approaches and investigate their operating characteristics as well as a series of design considerations via a simulation
study. Finally, the framework is illustrated with data from an ongoing study investigating the role of circulating androgens on the risk of breast
cancer risk and mortality among women.

EO1173: MICE: Guidelines for imputing missing covariates in accelerated failure time models

Presenter:  Lihong Qi, University of California Davis, United States

Co-authors: Ying-Fang Wang, Rongqi Chen , Juned Siddique, John Robbins, Yulei He

Missing covariates often occur in biomedical studies with survival (or time-to-event) outcomes. Multiple imputation via chained equations (MICE)
is a semi-parametric and flexible strategy that imputes multivariate data by a series of conditional models, one for each incomplete variable. MICE
is a popular imputation strategy and widely implemented in statistical software. Nevertheless, the theoretical properties of MICE are difficult
to establish. When applying MICE, practitioners tend to specify the conditional models in a simple fashion largely dictated by the software,
which might lead to suboptimal results. Motivated by a study of time to hip fractures in the Women’s Health Initiative Observational Study using
accelerated failure time models, we propose and experiment with some rationales leading to appropriate MICE specifications. This strategy starts
with imposing a joint model for the variables involved. We first derive the conditional distribution of each variable under the joint model, then
approximate these conditional distributions to the extent which can be characterized by commonly-used regression models. Our simulation results
show that some simple MICE specifications can produce suboptimal results, yet those based on the proposed strategy appear to perform well.
Hence, we warn against a mechanical use of MICE and suggest a careful modeling of the conditional distributions of variables to ensure its good
performance.

EO0995: Modeling strategies to enrich a multiplexed, preemptive genomic testing program using electronic health records data
Presenter:  Jonathan Schildcrout, Vanderbilt University, United States

The PREDICT program (Pharmacogenomic Resource for Enhanced Decisions In Care and Treatment) is a clinical quality improvement initiative
at Vanderbilt University Medical Center to prospectively identify patients for genotyping based on the likelihood of receiving medications with
pharmacogenetic effects at a future time. The goal is to preemptively collect and store genetic data within patients electronic health records so that
genetic information can, when necessary, be used to guide medication prescriptions. Because medications and medication related adverse events are
costly, a crucial feature of an effective multiplexed preemptive testing program is the efficient identification of who will be prescribed medications
with pharmacogenetic effects. We will describe and then compare several time-to-event modeling strategies for identifying such patients for pre-
emptive genotyping. Once the models have been developed, weighted risk scores will be derived based on likelihood, severity and costs of each
medication related adverse event. We will compare standard Cox regression methods and machine learning approaches to evaluate strategies that
minimize risk under several reasonable loss functions.
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EO023 Room 203 FOUNDATIONS FOR DEPTH METHODS IN MULTIVARIATE AND FUNCTIONAL DATA SETTINGS Chair: Robert Serfling

EO0726: RKHS tools for functional depth

Presenter: Antonio Cuevas, Autonomous University of Madrid, Spain

Several interesting notions of statistical depth have been so far proposed in the multivariate (finite-dimensional) case. The study of the functional
(infinite-dimensional) counterparts of such depth concepts is a natural task. However, such task is hampered by some difficulties, associated with
the passage to infinite dimension. Thus, unlike the multivariate situations, in the functional case there is no obvious general way to define density
functions. Also, the covariance operators are typically non-invertible; in consequence, there is no immediate functional counterpart for the classical
Mahalanobis distance (a relevant notion of multivariate depth). The aim is to show how the use of the Reproducing Kernel Hilbert Spaces (RKHS)
associated with the underlying process, allows us to partially overcome these difficulties. On the one hand, it is known that the Radon-Nikodym
derivatives of mutually absolutely continuous homoscedastic Gaussian processes can be expressed in RKHS terms. These derivatives (or suitable
estimators of them) can be used as surrogates of the multivariate density functions. On the other hand, the RKHS setup suggests a suitable functional
version of the Mahalanobis depth.

EO00692: Aspect-based depth statistics for functional data

Presenter: Karl Mosler, Universitaet zu Koeln, Germany

A depth statistic measures how central an observation is located in other data or, more general, in a given probability distribution. Various depth
notions have been proposed for multivariate data and successfully applied to problems in data analysis and non-parametric statistics. Recently,
depth statistics have been extended to the analysis of functional data. If the data are in R?, a depth statistic is usually assumed to be affine-invariant
(or invariant to translation and scale), monotonously decreasing from a point of maximum depth, vanishing at infinity, upper semicontinuous, and
quasi-concave. While these postulates are well established for d-variate data, it is not obvious how to extend them to data in more general linear
spaces, viz. spaces of functions. It is argued that the statistical analysis of functional data is led by certain aspects in which the analyst is interested,
and discusses how these aspects enter the notion in a formalized way. A general aspect-based approach is introduced for the definition of depths
for functional data and investigates sets of postulates for them. The aspects correspond to linear functionals on the function spaces. Two principal
ways are considered to aggregate centrality information over the time axis: infimum depth and mean depth, where the latter includes a weight term.
Known functional depths appear as special cases.

EO1191: On the properties of statistical functional depth

Presenter:  Alicia Nieto-Reyes, Universidad de Cantabria, Spain

Co-authors: Heather Battey

A formal definition of depth for functional data is provided, which is justified on the basis of six properties. This provides not only a sophisticated
extension of those defining the multivariate depth, but also implicitly address several common or inherent difficulties associated with functional
data. Particularly, we focus on the difference between the multivariate and functional notions when handling a property that regards the depth
value at the center of symmetry of symmetric distributions. Furthermore, amongst the six depth defining properties is one that tackles the delicate
challenge of inherent partial observability of functional data, providing a minimal guarantee on the performance of the empirical depth beyond the
idealised and practically infeasible case of full observability. Robustness to the presence of outliers is often cited as one of the defining features
of empirical depth and our definition of functional depth automatically yields a qualitatively robust estimator of the population depth. A further
challenge, automatically addressed (if present) by our definition, pertains to functional data exhibiting little variability over a subset of the domain
and significantly overlapping one another on this set. Intuitively, functional observations over such a domain ought to play a reduced role in the
assignment of depth, especially in light of the partial observability and the convention to pre-process the partial observations.

EO0668: Perspectives on multivariate depth and quantile functions

Presenter:  Robert Serfling, University of Texas at Dallas, United States

Various properties are desirable for multivariate depth functions, such as invariance under selected transformations, robustness, and computational
ease, among others. These play a central role in choosing a particular depth function. Since such criteria trade off against each other, one must
prioritize, based on the application context and the statistical inference goals. Similarly, there are desirable equivariance and other properties for
the quantile and rank functions that are closely related to a given depth function. However, in the case of rank functions, for example, the relevant
priorities arise from quite different conceptual orientations and may differ from those for the depth functions, even though the corresponding depth
and rank functions are equivalent in some sense. It is important, therefore, to delineate precisely the correspondence between multivariate depth
and rank functions and on this basis to revisit and either reaffirm or update standing priorities on desired criteria for such functions. One seeks
both technical and conceptual consistency between, say, the priorities for depth function properties and those for rank function properties. Some
relevant foundation and perspective on these and related issues will be provided.

EO099 Room Board meeting room I BAYESIAN METHODS IN BIOSTATISTICS Chair: Yung-Seop Lee

EO0807: A Bayesian high-dimensional couple-based latent risk model with an application to infertility

Presenter: Beomseuk Hwang, Chung-Ang University, Korea, South

Co-authors: Zhen Chen

Motivated by the Longitudinal Investigation of Fertility and the Environment (LIFE) Study that investigated the association between exposure to
a large number of environmental pollutants and human reproductive outcomes, we propose a joint latent risk class modeling framework with an
interaction between female and male partners of a couple. This formulation introduces a dependence structure between the chemical patterns within
a couple and between the chemical patterns and the risk of infertility. The specification of an interaction enables the interplay between the female
and male’s chemical patterns on the risk of infertility in a parsimonious way. We took a Bayesian perspective to inference and used Markov chain
Monte Carlo algorithms to obtain posterior estimates of model parameters. We conducted simulations to examine the performance of the estimation
approach. Using the LIFE Study dataset, we found that in addition to the effect of PCB exposures on females, the male partners’ PCB exposures
play an important role in determining risk of infertility. Further, this risk is subadditive in the sense that high chemical exposure is only required
on one partner of the couple to determine the highest risk.

EO0903: Nonparametric Bayesian multivariate meta-regression: An application in the temperature-mortality association study
Presenter: Gyuseok Sim, Korea Advanced Institute of Science and Technology, Korea, South

Co-authors: Yeonseung Chung, Ho Kim, Antonella Zanobetti, Joel Schwartz

In biomedical research, meta-analysis has been a popular and useful tool combining evidence from multiple studies to investigate an exposure-
response association. Because of the hierarchical nature in meta-analysis, a two-stage analytical approach has been used in many studies for the
computational convenience. In the first stage, study-specific exposure-response relationships are estimated as multi-parameters using individual
data. These estimates are combined through meta-analysis in the second stage incorporating study-level predictors (called meta-predictors). The
second stage is often called meta-regression. The currently used multivariate meta-regression assumes linearity in meta-predictors, residual nor-
mality and heteroscedasticity. However, such assumption is limited to integrate the study-specific estimates over a broad range of studies where
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sub-groups may exist and the effects of meta-predictors are not linear. We propose a more flexible and generalized two-stage multivariate meta-
regression by replacing the second stage by a nonparametric Bayesian multivariate nonlinear regression based on the Dirichlet process mixture.
The proposed method was evaluated through a simulation study and applied to the data from 135 US cities to study the temperature-mortality
association.

EO1323: Classification of methylation status using Bayes classifier

Presenter: Taesung Park, Seoul National University, Korea, South

Co-authors: Iksoo Huh, Soojin Yi

In recent methylation analysis, the whole genome sequencing of bisulfite converted DNA method provides comprehensive information of genome-
wide methylation patterns. One of challenging application of these whole genome methylation maps is to classify the methylation status of each
position. A most commonly used method for this purpose is a simple binomial test. Although it is intuitive and straightforward, it lacks power
when sequence coverage and genome wide methylation level are low. We recently proposed a new method based on Bayes classifier to infer DNA
methylation status while considering the neighborhood DNA methylation levels of a specific site. We propose a more efficient way of using the
neighborhood DNA methylation levels of a specific site which results in increased power of classifying the methylation status of each position. Our
new method should be widely applicable to the analyses of methylC-seq data from diverse sparsely methylated genomes.

EO1341: Bayesian modeling of medical imaging in tumor delineation

Presenter:  Nitai Mukhopadhyay, Virginia Commonwealth University, United States

Medical images from dependent and independent sources are used in tumor delineation for cancer treatment. However, the analysis of these images
is rather difficult, due to their massive dimensions. Therefore performing any statistical analysis is possible only after reducing the image data to
a small dimensional derivative of the images. A population value decomposition (PVD) was previously proposed, which can effectively reduce
the size of a population of two-dimensional images. PVD reduces the image matrix to population specific matrix and much smaller dimensional
subject specific matrix. Population-specific matrices do not change across different images, and subject-specific matrix is unique to each individual
image. We use PVD to reduce the dimension of two-dimensional images and make a model for the low-dimensional subject-specific matrices.
Bayesian modeling of the lower dimensional matrices provides a way to denoise the images and make inference based on the actual image data and
provide model based predictions.

EO481 Room 306 A STATISTICS FOR HIGH-DIMENSIONAL DATA WITH ENVIRONMENTAL APPLICATIONS Chair: Emre Barut

EO0889: Computational challenges with big environmental data

Presenter: Marc Genton, KAUST, Saudi Arabia

Two types of computational challenges arising from big environmental data are discussed. The first type occurs with multivariate or spatial
extremes. Indeed, inference for max-stable processes observed at a large collection of locations is among the most challenging problems in
computational statistics, and current approaches typically rely on less expensive composite likelihoods constructed from small subsets of data.
We explore the limits of modern state-of-the-art computational facilities to perform full likelihood inference and to efficiently evaluate high-order
composite likelihoods. With extensive simulations, we assess the loss of information of composite likelihood estimators with respect to a full
likelihood approach for some widely-used multivariate or spatial extreme models. The second type of challenges occurs with the emulation of
climate model outputs. We consider fitting a statistical model to 1 billion global 3D spatio-temporal temperature data using a distributed computing
approach. The statistical model exploits the gridded geometry of the data and parallelization across processors. It is therefore computationally
convenient and allows to fit a non-trivial model to a data set with a covariance matrix comprising of 10'® entries. We provide 3D visualization of
the results.

EO0958: Fusing multiple existing space-time land cover products

Presenter: Amanda Hering, Baylor University, United States

Land cover (LC) is a critical variable driving many environmental processes, so its assessment, monitoring, and characterization are essential.
However, existing LC products, derived primarily from satellite spectral imagery, each have different temporal and spatial resolutions and different
LC classes. Most effort is focused on either fusing a pair of LC products over a small space-time region or on interpolating missing values
in an individual LC product. We review the complexities of LC identification and propose a method for fusing multiple existing LC products
to produce a single LC record for a large spatial-temporal grid. We first reconcile the LC classes of different LC products and then present a
probabilistic weighted nearest neighbor estimator of LC class. This estimator depends on three unknown parameters that are estimated using
numerical optimization to maximize an agreement criterion that we define. We illustrate the method using six LC products over the Rocky
Mountains and show the improvement gained by supplying the optimization with data-driven information describing the spatial-temporal behavior
of each LC class. Given the massive size of the LC products, we show how the optimal parameters for a given year are often optimal for other
years, leading to shorter computing times.

EO0890: Total variation depth for functional data: Properties and applications

Presenter: ' Ying Sun, KAUST, Saudi Arabia

There has been extensive work on data depth-based methods for robust multivariate data analysis. Recent developments have moved to infinite-
dimensional objects such as functional data. A new notion of depth for functional data, the total variation depth, is introduced. The proposed
notion is well suited for shape outlier detection due to the fact that it considers the total variation and takes into account the necessary correlations
in functional data. Effective outlier detection rules along with visualization tools are also developed, and the outlier detection performance is
examined through simulation studies. The numerical results show that it outperforms many other notions under different types of outlier models.
Finally, we illustrate our method using real data examples for detecting outliers in sample curves and images with environmental applications.

EO1311: A spatio-temporal framework for modeling active layer thickness

Presenter: Tatiyana Apanasovich, George Washington University, United States

The Arctic is experiencing an unprecedented rate of environmental and climate change. The active layer is sensitive to both climatic and envi-
ronmental changes, and plays an important role in the functioning, planning, and economic activities of Arctic human and natural ecosystems. A
methodology is developed for modeling and estimating spatial-temporal variations in active layer thickness using data from several sites of the Cir-
cumpolar Active Layer Monitoring network, and demonstrates its use in spatial-temporal interpolation. The simplest models stochastic component
exhibits no spatial or spatio-temporal dependency and is referred to as the nave model, against which we evaluate the performance of the other
models, which assume that the stochastic component exhibits either spatial or spatio-temporal dependency. The methods used to fit the models are
then discussed, along with point forecasting. We compare the predicted fit of the various models at key study sites located in the North Slope of
Alaska and demonstrate the advantages of space-time models through a series of error statistics. We find the difference in performance between
the spatio-temporal and remaining models is significant for all three error statistics. The best stochastic spatio-temporal model increases predictive
accuracy, compared to the naive model, of 33.3, 36.2 and 32.5% on average across the three error metrics at the key sites for a one-year hold out
period.
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EO477 Room 213 ABOUT 40 YEARS OF GRAPHICAL MARKOV MODELS: SOME PERSONAL PERSPECTIVES  Chair: Nanny Wermuth

EO1144: From Markov properties to causal effects: From mathematics to epidemiology

Presenter: Morten Frydenberg, Aarhus University, Denmark

For many years graphs, and graphical models, were a topic for only mathematicians, statisticians and people within computer science, but during
the last decade they have been adopted by epidemiologist in attempt to understand and formalize some of the central concepts in epidemiology
like cause-effect, confounding, selection bias an mediation. Many researchers with no insight in nmathematics or statistics, use DAGs (Directed
Acyclic Graphs) to decided how to analyse data. They do this with ease and without much concern about dynamics or complexity of the process
they are studying, e.g. summarizing smoking history and habits into a simple vertex (knot) in a the DAG. A personal view on the this development
will be given: Can DAGs capture the complexity of observational studies? Will epidemiology benefit by the routine use of causal DAGs?

EO1035: Existence of the maximum likelihood estimate in discrete graphical models
Presenter: Helene Massam, York University, Canada

Discrete graphical models form an important subclass of the class of discrete hierarchical loglinear models. Interest for the maximum likelihood
estimate (henceforth abbreviated mle) of the parameter in contingency tables with multinomial or Poisson sampling started in the 1950 and 1960s.
The first necessary and sufficient condition for the existence of the mle was given in the 70’s. A hierarchical loglinear model was defined by the
domain of its means which is a convex polyhedron called the marginal polytope. Those results can be interpreted in terms of the marginal polytope
and are equivalent to saying that the mle exists if, and only if, the data vector belongs to the interior of the polytope. We will look at recent results
and methodology developed to identify the smallest face of the polytope containing the data when the mle does not exist.

EO1154: Conditional independence in multivariate analysis and beyond

Presenter: Frantisek Matus, Institute of Information Theory and Automation, Czech Republic

The goal is to review patterns of conditional independence constraints that underpine multivariate statistical models. In the last forty years, various
patterns have been applied when building e.g. graphical models and their extensions. They provide natural decompositions, make it possible to do
statistical inference effectively, and sometimes they open the only way how to do it at all. Patterns of the constraints have been in use also in the
network coding when studied via Shannon theory. They express also natural requirements in protocols of the information-theoretical cryptography.
Philosophers study the patterns in connection to causality. The last but not least, patterns serve as appropriate tools in pure mathematics, in
particular in algebraic structures, finite geometries, matroids and elsewhere. A comparison and synthesis of the above approaches might be of
interest.
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CI685 Room Graduation hall EFFICIENCY RESULTS IN HIGH DIMENSION Chair: Marc Hallin

CI0162: Efficiency in the high-dimensional one-sample location problem

Presenter: Davy Paindaveine, Universite libre de Bruxelles, Belgium

Co-authors: Thomas Verdebout

The one-sample location testing problem is considered in a high-dimensional setup where the dimension p goes to infinity with the sample size n.
We consider two types of problems, according to whether the direction of the possible shift is specified or not. Under a sphericity assumption, we
investigate the null and non-null asymptotic distributions of two natural tests, namely the (spherical version of) the Hotelling test and the spatial
sign test. Our results show in particular that these two tests share the same local asymptotic powers under power-exponential distributions, but
not under t distributions. Also, the local alternatives that can be detected by both tests may depend on the underlying distribution, which is highly
non-standard. We further partly read our results in terms of contiguity and local asymptotic normality. Throughout, we conduct Monte Carlo
experiments to illustrate the finite-sample relevance of the results.

CI0990: Local asymptotic normality of the spectrum of high-dimensional spiked F'-ratios

Presenter:  Alexei Onatski, University of Cambridge, United Kingdom

Two types of spiked multivariate F distributions are considered: a scaled distribution with the scale matrix equal to a rank-k perturbation of
the identity, and a distribution with trivial scale, but rank-k non-centrality. The eigenvalues of the rank-r matrix (spikes) parameterize the joint
distribution of the eigenvalues of the corresponding F-matrix. We show that, for the spikes located above a phase transition threshold, the asymptotic
behavior of the log ratio of the joint density of the eigenvalues of the F matrix to their joint density under a local deviation from these values
depends only on the k of the largest eigenvalues Ay, ..., A;. Furthermore, we show that Ay, ..., A are asymptotically jointly normal, and the statistical
experiment of observing all the eigenvalues of the F-matrix converges in the Le Cam sense to a Gaussian shift experiment that depends on the
asymptotic means and variances of Aj,...,A;. In particular, the best statistical inference about sufficiently large spikes in the local asymptotic
regime is based on the & of the largest eigenvalues only.

CI1306: On high-dimensional robust regression and the bootstrap

Presenter: Noureddine El Karoui, UC Berkeley, United States

Recent work will be discussed on high-dimensional robust regression and the bootstrap. Very interestingly, ideas connected to the analysis of robust
regression estimators in high-dimension gives insight into the performance of the bootstrap. A number of surprising results will be discussed,
including the fact that two equally intuitive (in low-dimension) bootstraps perform very differently in high-dimension: one leads to extremely
conservative confidence intervals, the other to anti-conservative confidence intervals. Furthermore, it can be shown that maximum likelihood
methods for high-dimensional regression lead to inefficient estimators. More problems with the bootstrap in moderate to high-dimension will be
discussed. Generically, it seems that the bootstrap does not give statistically valid inferential statements in this context, even when it does in its
low-dimensional counterparts.

CO485 Room 107 NOWCASTING AND FORECASTING MACROECONOMIC TRENDS I Chair: Gian Luigi Mazzi

CO0217: Nowcasting real economic activity in the euro area: Assessing the impact of qualitative surveys

Presenter: Raisa Basselier, National Bank of Belgium, Belgium

Co-authors: David de Antonio Liedo, Geert Langenus

The contribution of survey data is analyzed, in particular various sentiment indicators, to nowcasts of quarterly euro area GDP. We transform the
real-time dataflow into an interpretable flow of news, taking into account only the first data vintage based upon the original press releases. The news
is defined in our particular example as the difference between the released values and the prediction of a mixed-frequency dynamic factor model.
More concretely, we specify a number of factors that is large enough to synthesize all relevant information from the data. Our purpose is twofold.
First, we aim to quantify the specific value added for nowcasting of a set of heterogeneous data releases including not only sentiment indicators
constructed by Eurostat, Markit, the National Bank of Belgium, IFO, ZEW, GfK or Sentix, but also hard data regarding industrial production or
retail sales in the euro area and in some of the largest euro area countries. Second, we provide a ranking of these indicators, taking into account
their predictive character for GDP, as well as their timeliness. We do this on the basis of the Kalman filter gains. In general, hard data contribute
less to the nowcasts: their relatively late availability implies that they can to a large extent be anticipated by nowcasting models and, hence, their
news component is smaller. The prevalence of survey data remains also under the counterfactual that hard data is released timely without any delay.

CO0446: A dynamic factor model for nowcasting Canadian GDP growth

Presenter:  Tony Chernis, Bank of Canada, Canada

Co-authors: Rodrigo Sekkel

A Dynamic Factor Model (DFM) is estimated for nowcasting Canadian Gross Domestic Product. The model is estimated with a mix of soft and hard
indicators, and it features a high share of international data. The model is then used to generate nowcasts, predictions of the recent past and current
state of the economy. In a pseudo real-time setting, we show that the DFM outperforms univariate benchmarks, as well as other commonly-used
nowcasting models, such as MIDAS and bridge regressions.

CO0907: Going global: The role of international data in nowcasting German GDP

Presenter:  Philipp Hauber, Kiel Institute for the World Economy, Germany

Co-authors: Christian Schumacher

Factor models can summarize the co-movements of a large number of variables and have proven useful in nowcasting and short-term forecasting
of GDP growth because they can tackle mixed-frequencies or missing observations at the current edge. The main aim is to assess the importance
of international variables for nowcasting national developments, an issue, which - curiously - has received relatively little attention in the academic
literature so far. Given the large number of variables at both the national and international level, the question arises whether all this information
is useful for nowcasting or not. As such, we also contribute to the continuing debate on variable selection and the optimal size of factor models
for forecasting. Rather than choosing variables ad-hoc, we employ sparse priors on the factor model’s loadings for Bayesian estimation. Sparse
priors can help to identify those business cycle indicators that essentially determine the factors, whereas irrelevant variables are sorted out. In an
empirical exercise, we start nowcasting using a baseline factor model estimated on German GDP and a large number of monthly indicators for
the German economy only. Then, we augment the national data by various indicators for the remaining G7 countries and compare the nowcast
accuracy. Different model specifications are compared to identify the ones most suitable to extract useful predictive information for nowcasting in
a large-data environment.
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CO0845: On the economic effect of Western sanctions on Russia

Presenter:  Anna Pestova, NRU HSE and CMASEF, Russia

Co-authors: Mikhail Mamonov

An empirical test of Bayesian VAR model is developed and provided for the Russian economy. On the basis of Bayesian VAR forecasting model
we estimate the economic effect of Western sanctions on the Russian economy controlling for the fall in oil price that occurred simultaneously.
To disentangle the effects of different external shocks, we perform two counterfactual experiments with BVAR model for Russia: we make out-
of-sample conditional projections of the key Russian macroeconomic variables conditioning on the two sets of realized external conditions in
2014-2015: first, only on the oil price and second, on the oil price and the Russian corporate external debt (as a proxy for the short-term effect of
economic sanctions). We found that the fall in oil prices alone cannot explain the depth of the current crisis in the Russian economy, however if we
add the actual path of corporate external debt deleveraging, we get more accurate results. We treat the difference between these two projections,
which is significant for the most of variables, as the effect of EU and US sanctions against Russia.

CO333 Room 003 ADVANCES IN FINANCIAL FORECASTING Chair: Ekaterini Panopoulou

C00249: Bayesian inference and prediction for high-frequency data using particle filtering

Presenter: Andrea Cremaschi, University of Kent, United Kingdom

Co-authors: Jim Griffin

Financial prices are usually modelled as continuous, often involving geometric Brownian motion with drift, leverage and possibly jump components.
An alternative modelling approach allows financial observations to take discrete values when they are interpreted as integer multiples of a fixed
quantity, the ticksize, the monetary value associated with a single change in the asset evolution. These samples are usually collected at very high
frequency, exhibiting diverse trading operations in seconds. In this context, the observables are modelled via the Skellam process, defined as the
difference between two independent Poisson processes. The intensities of the Poisson processes are modelled as functions of a stochastic volatility
process, which is in turn described by a discretised Ornstein-Uhlenbeck AR(1) process. The choice of a discrete-time/discrete-space model is able
to provide good fitting and out-of-sample prediction results, the latter being computed using Particle Filtering methods.

CO0321: Dynamic quantile spacing models for forecasting asset return distributions

Presenter: Evangelia Mitrodima, LSE, United Kingdom

Co-authors: Jim Griffin, Jaideep Oberoi

An approximation likelihood function is proposed for a set of quantiles for Bayesian methodology, which addresses estimation issues that arise in
dynamic quantile regression. Our approximation is based on an idea from survival analysis, where the hazard rate functions represent the local
scale parameters since they are the scale of the distribution in different intervals. More specifically, we jointly model the distance between quantiles
via an observation-driven time series model to approximate the density of asset returns. The underlying idea of the model is that the parameters
are updated by using the score function of the likelihood and so the parameters are moving in the direction of the maximum likelihood estimator
(MLE) at each time point. Thus, the shape of the conditional density of the observation is associated with the dynamics of the parameters. We
consider a zero median distribution function, where the distance from the median becomes the sum of autoregressive processes and generates much
more persistence as we move further out in the tails. In addition, the proposed model assumes that the differences of the quantiles evolve linearly
over time and therefore we avoid the crossing problem. In our empirical exercise, we find that the model fits the data well, offers robust results and
acceptable forecasts for a sample of stock and index returns.

CO0351: Evaluating the performance of risk models: A quantile score approach

Presenter:  Christos Argyropoulos, University of Kent, United Kingdom

Co-authors: Ekaterini Panopoulou

The evaluation of a risk model may be futile given that there is no observable alternative to verify it. Imposing specific assumptions in order to
circumvent this problem reduces the power of the tests and therefore their reliability. In addition, for the cases where all models are rejected or not
rejected, there is no information about which model would provide the best performing forecast. Therefore, risk model evaluation should at least
be accompanied by a measurement of the performance of forecasts. The underlying idea states that even if the model is not accurate the implicit
structure may approximate a part of the real, but unknown, dynamics and thus add value to the forecast. Amongst simple scoring functions, the
literature proposes the usage of likelihood based scoring rules in order to evaluate risk forecasts. We argue that this is not optimal since we have to
consider not just the likelihood of a density but also the tail probability. In order to do so, we focus on quantile scoring rules which target the tail of
the density forecast. The proposed method evaluates the null hypothesis of equal performing models by comparing the average scores via a simple
Diebold-Mariano test. Initial results for six common risk models suggest performance inequality. The use of the “least bad” model can result in
significant gains compared to the alternative ones. Finally, the proposed method can serve as a performance index for the Expected Shortfall risk
measure.

C00332: The combined effect of aggregation and the log transformation on forecasting

Presenter: Theologos Pantelidis, University of Kent, United Kingdom

Co-authors: Myrsini Koutsigka

Many economic variables are often used in logarithms for forecasting and estimation analysis, as this transformation is considered to create a more
homogeneous variance. The conditions under which the log transformation can help the researcher to produce more accurate forecasts are examined
in previous studies in the literature. On the other hand, forecasting macroeconomic variables across a (large) number of countries/groups is also a
difficult but standard task for economic analysts. A lot of work has been done about aggregated data and the way we can obtain optimal forecasts
for the aggregate. However, the majority of those studies refer to linear transformations, and given that the logarithmic transformation is a nonlinear
one, the effect of using logs in forecasting aggregated variables is not clear and needs further investigation. The aim is to investigate the combined
effect of aggregation and the log transformation on forecasting. The study initially describes the alternatives approaches that can be followed to
obtain forecasts for the variable of interest when this variable is an aggregated process. Each approach generates a different predictor. Then, we
investigate the relative forecasting accuracy of each predictor by means of Monte Carlo simulations. Finally, a variety of empirical applications are
carried out using aggregated economic variables.
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CO0447 Room 111 INFLATION EXPECTATIONS IN LOW INFLATION ENVIRONMENT Chair: Maritta Paloviita

CO0268: Monetary shocks, central bank projections and policy and macro signals

Presenter: Paul Hubert, OFCE - Sciences Po, France

The dependence of the effects of monetary shocks on the macroeconomic information disclosed by central banks is addressed. The aim is to
investigate the individual and interacted effects of monetary shocks and shocks to the Bank of England’s inflation and output projections on the term
structure of UK private inflation expectations, to document private agents interpretation of central bank signals about policy and macroeconomic
developments. First, inflation expectations respond negatively to monetary shocks, consistent with the usual transmission mechanism, and positively
to projection shocks, suggesting evidence of macro signals. Second, the effects of monetary shocks are amplified by positive inflation projection
shocks.

CO00323: The long-term distribution of expected inflation in the euro area: What has changed since the great recession

Presenter:  Geoff Kenny, European Central Bank, Germany

Co-authors: Jonas Dovern

The distribution of long-term inflation expectations in the euro area is analyzed by using individual density forecasts from the ECB Survey of
Professional Forecasters. We exploit the panel dimension in this dataset to examine whether this distribution became less stable following the Great
Recession, subsequent sovereign debt crisis and period when the lower bound on nominal interest rates became binding. Our results suggest that
the distribution did change along several dimensions. In particular, we document a small downward shift in mean long-run expectations toward the
end of our sample although they remain aligned with the ECB definition of price stability. More notably, however, we identify a trend toward a
more uncertain and negatively skewed distribution with higher tail risk. Another main finding is that key features of the distribution are influenced
by macroeconomic news, including the ex post historical track record of the central bank. Overall, our evidence provides strong grounds for recent
monetary policy measures aimed at bringing inflation back to levels consistent with the ECBs price stability objective.

CO0409: ECB inflation projections and private sector forecasts

Presenter: 'Tomasz Lyziak, National Bank of Poland, Poland

Co-authors: Maritta Paloviita

The aim is to analyse the impact of ECB inflation projections on inflation forecasts of professional economists in the euro area. We start with
analysing similarity of SPF inflation forecasts and the ECB inflation projections. Then we consider potential reasons why the private sector could
find it useful to rely on macroeconomic projections released by the ECB. Firstly, we examine information content of the ECB inflation projections.
We follow previous work and compare relative accuracy of ECB inflation projections and SPF inflation forecasts. Secondly, using a recent test,
we study whether the ECB projections contain additional information relevant for professional forecasters forecasting. Finally, we analyse to
what extent inflation projections signal future monetary policy decisions. In the next step of our analysis we describe the formation of inflation
expectations in the euro area, paying special attention to the role of ECB inflation projections. We consider the fact that professional forecasters,
while forming expectations, can combine their own assessment, based on current inflation and forward-looking considerations, with information
provided by monetary authorities, including in particular the inflation target and inflation projections. In addition to the whole EMU period, model
comparisons are performed separately for the pre-crisis and post-crisis period as well as in the rolling regression manner.

CO0478: Financial literacy and inflation expectations

Presenter: Fabio Rumler, Austrian Central Bank, Austria

Co-authors: Maria Teresa Valderrama

The empirical literature on inflation expectations emphasizes financial literacy as one of the key determinants of consumers’ inflation expectations.
Using micro data from a survey conducted among 2,000 Austrian households, we construct a summary indicator of financial literacy from 10
questions on the economic and financial knowledge of households. We find that this indicator significantly affects both, the level and the uncertainty
of inflation expectations: Households with relatively higher levels of financial/economic literacy tend to have lower and thus more realistic short-
term and long-term inflation expectations. Also ex-post, we find that deviations of individual inflation expectations from the actual outturn are
lower for consumers with higher levels of financial literacy. Concerning the effect on the uncertainty of inflation expectations, our results suggest
that, interestingly, people with higher levels of financial literacy are less certain about their inflation expectations than people with less financial
literacy. This suggests that a better knowledge of economic and financial matters obviously makes people more (not less) careful in their assessment
of future macroeconomic developments.

CO545 Room Board meeting room I SPARSE BAYESIAN FACTOR ANALYSIS Chair: Sylvia Fruehwirth-Schnatter

CO0317: Sparse Bayesian time-varying covariance estimation in many dimensions

Presenter:  Gregor Kastner, WU Vienna University of Economics and Business, Austria

Dynamic covariance estimation for multivariate time series suffers from the curse of dimensionality; as a consequence, parameter parsimony plays
an important role in reliable statistical inference. We address this issue by modeling the underlying dynamics of a time series vector through a
lower dimensional collection of latent factors that allow for time-varying stochastic volatilities. Furthermore, we apply a Normal-Gamma prior
to the elements of the factor loadings matrix. This hierarchical shrinkage prior is a generalization of the Bayesian lasso and effectively pulls the
factor loadings of unimportant factors towards zero, thereby increasing sparsity even more. To guarantee efficiency of the estimation procedure,
we employ a fully Bayesian yet computationally feasible approach to obtain draws from the high-dimensional posterior and predictive distributions
via Markov chain Monte Carlo (MCMC) samplers. We utilize several variants of an ancillarity-sufficiency interweaving strategy (ASIS) to boost
efficiency when sampling the factor loadings as well as the parameters driving the time-varying volatilities. The effectiveness of the approach is
demonstrated through extensive simulation studies. Furthermore, the model is applied to a 300-dimensional vector of stock returns to evaluate
predictive performance for financial data. Additionally to being a stand-alone tool, the algorithm is designed to act as a “plug and play” extension
for other MCMC samplers.

CO1685: Fast Bayesian factor analysis via automatic rotations to sparsity

Presenter: Edward George, University of Pennsylvania, United States

Co-authors: Veronika Rockova

Rotational transformations have traditionally played a key role in enhancing the interpretability of factor analysis via post hoc modifications of
the factor model orientation. Regularization methods also serve to achieve this goal by prioritizing sparse loading matrices. We cross-fertilize
these two paradigms within a unifying Bayesian framework. Our approach deploys intermediate factor rotations throughout the learning process,
greatly enhancing the effectiveness of sparsity inducing priors. These automatic rotations to sparsity are embedded within a PXL-EM algorithm,
a Bayesian variant of parameter-expanded EM for posterior mode detection. By iterating between soft-thresholding of small factor loadings and
transformations of the factor basis, we obtain (a) dramatic accelerations, (b) robustness against poor initializations and (c) better oriented sparse
solutions. For accurate recovery of factor loadings, we deploy a two-component refinement of the Laplace prior, the spike-and-slab LASSO prior.
This prior is coupled with the Indian Buffet Process (IBP) prior to avoid the pre-specification of the factor cardinality. The ambient dimensionality
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is learned from the posterior, which is shown to reward sparse matrices. Our deployment of PXIL-EM performs a dynamic posterior exploration,
outputting a solution path indexed by a sequence of spike-and-slab priors.

CO1727: Recent advances in sparse Bayesian factor analysis

Presenter:  Sylvia Fruehwirth-Schnatter, WU Vienna University of Economics and Business, Austria

Factor analysis is a popular method to obtain a sparse representation of the covariance matrix of multivariate observations. We review some recent
research in the area of sparse Bayesian factor analysis that tries to achieve additional sparsity in a factor model through the use of point mass
mixture priors. Identifiability issues that arise from introducing zeros in the factor loading matrix are discussed in detail. Common prior choices in
Bayesian factor analysis are reviewed and MCMC estimation is briefly outlined. Applications to a small-sized psychological data set as well as a
financial applications to exchange rate data and stock returns serve as an illustration.

CO1747: Unique representations of sparse factor models

Presenter:  Sylvia Kaufmann, Study Center Gerzensee, Switzerland

Co-authors: Markus Pape

In factor analysis, not all latent factors necessarily need to be linked to all observed data series. Hence, the loadings matrix may contain many
zeros. In confirmatory factor analysis (CFA), the pattern of zero and nonzero entries is assumed to be known, and the free parameters are estimated
subject to this pattern, usually by maximum likelihood. Statistical tests are available to check how well the estimated parameters from CFA actually
fit the data. Recently, Bayesian exploratory approaches were suggested to estimate the sparse loading structure. In this paper, we investigate under
which circumstances such sparsity patterns are unique and in which cases it may be necessary to consider the existence of multiple patterns with
similar degrees of sparsity for a given data set. Moreover, we propose two MCMC approaches that can be used to discover possibly multiple sparse
representations for the loadings matrix. Both approaches are further investigated in a simulation study and in an application using a Swiss inflation
data set.

CO429 Room 112 NEW DEVELOPMENTS IN TIME-VARYING PARAMETER MODELS Chair: Francisco Blasques

CO0331: Adaptive combination schemes for point and density forecasts

Presenter: Leopoldo Catania, Tor Vergata University of Rome, Italy

Co-authors: Tommaso Proietti

Point and density forecast combinations based on some optimality measure are becoming increasingly popular for pooling information coming
from different sources. We propose a new way of combining point and density forecasts allowing for time varying weights. Our method allows for
model misspecification and does not require that the true data generating process belongs to the available set. Concerning the density combination
schemes, our combined predictive density dynamically approximate the true unknown density in a Kullback—Leibler sense using a recursion based
on the score of the implied mixture conditional density. Similarly, for the point forecast combination schemes we propose, the weights are updated
using the gradient of the user defined loss function. The relevance of the new combination techniques is illustrated by several Monte Carlo
experiments and an empirical application in time series econometrics.

CO0367: Adaptive state space models with applications to the business cycle and financial stress

Presenter: Davide Delle Monache, Bank of Italy, Italy

Co-authors: Fabrizio Venditti, Ivan Petrella

The estimation of state-space models with time-varying parameters typically implies the use of computationally intensive methods. Moreover, when
volatility evolves stochastically, the model ceases to be conditionally Gaussian and requires nonlinear filtering techniques. We model parameters’
variation in a Gaussian state-space model by letting their dynamics to be driven by the score of the predictive likelihood. In this setup, conditionally
on past data, the model remains Gaussian and the likelihood function can be evaluated using the Kalman filter. We derive a new set of recursions
running in parallel with the standard Kalman filter recursions that allows us estimate simultaneously the unobserved state vector and the time-
varying parameters by maximum likelihood. Given that a variety of time series models have a state space representation, the proposed methodology
is of wide interest in econometrics and applied macroeconomics. Specifically, the usefulness of the methodology is illustrated in two applications:
the former aims to improve GDP measurement based on alternative noisy measures, in the letter we construct an index of financial conditions that
can be used to nowcast GDP in real time.

CO0603: Transformed polynomials for modeling clusters of conditional volatility

Presenter:  Francisco Blasques, VU University Amsterdam, Netherlands

Co-authors: Siem Jan Koopman, Andre Lucas, Marco Bazzi

A flexible model is proposed for filtering time-varying conditional volatilities. In particular, we make use of novel transformed polynomial
functions to update the unobserved time-varying conditional volatility parameter. Our flexible class of updating equations is shown to be dense
in the space of continuous function and to have known convergence rates of approximation on smooth Sobolev spaces. We derive conditions for
strict stationarity, ergodicity, fading memory and filter invertibility. We also establish the consistency and asymptotic normality of the parametric
and semi-nonparametric ML estimator. A Monte Carlo simulation reveals good finite sample properties of the estimator. Finally, a number of
applications show the good performance of the model in empirically relevant settings.

CO0758: Dynamic models with too many zeroes

Presenter:  Ryoko Ito, Oxford University, United Kingdom

Co-authors: Andrew Harvey, Ryoko Ito

Situations are considered in which a significant proportion of observations are identically zero or have been set to zero because they fall below a
certain threshold. When the distribution for non-zero observations is continuous, the net result is a point-mass mixture distribution. We propose an
integrated approach for dynamic models with censored observations that is straightforward to apply and logically consistent. The model is fitted to
daily precipitation data of selected Australian cities.

C0632 Room 002 EMPIRICAL MACROECONOMICS Chair: Kirstin Hubrich

CO00392: Understanding the sources of macroeconomic uncertainty

Presenter: Barbara Rossi, Universitat Pompeu Fabra and ICREA, Spain

A decomposition is proposed to distinguish between Knightian uncertainty (ambiguity) and risk, where the first measures the uncertainty about the
probability distribution generating the data, while the second measures uncertainty about the odds of the outcomes when the probability distribution
is known. We use the Survey of Professional Forecasters (SPF) density forecasts to quantify overall uncertainty as well as the evolution of the
different components of uncertainty over time and investigate their importance for macroeconomic fluctuations. We also study the behavior and
evolution of the various components of our decomposition in a model that features ambiguity and risk.
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CO1201: Tails of inflation forecasts and tales of monetary policy

Presenter:  Philippe Andrade, Banque de France, France

Co-authors: Eric Ghysels, Julien Idier

A new measure called Inflation-at-Risk (I@R) associated with (left and right) inflation tail risk is introduced. We estimate @R using survey-based
density forecasts. We show that it contains information not covered by usual inflation risk indicators which focus on inflation uncertainty and do
not distinguish between the risks of low or high future inflation outcomes. Not only the extent, but also the asymmetry of inflation / deflation risks
vary over time. Moreover, changes in inflation risks matter for macroeconomic outcomes: they help predict future inflation realizations and have
an impact on the interest rate the central bank targets.

CO1218: Macroeconomic implications of oil price fluctuations: A regime-switching framework for the Euro area

Presenter: Kirstin Hubrich, Federal Reserve Board, United States

Co-authors: Federic Holm-Hadulla

A Markov-switching Vector Autoregressive Model is used to study the response of the Euro area economy to oil price shocks. The model identifies
two regimes that are characterized by different effects of oil price fluctuations on economic activity and inflation. In the ‘normal regime’, oil price
shocks exert only limited and short-lived effects on these variables. In the ‘adverse regime’, by contrast, oil price shocks trigger sizeable and
sustained macroeconomic effects, with inflation and economic activity moving in the same direction as the oil price. The response of inflation
expectations points to second-round effects as a potential driver of the dynamics characterising the adverse regime. By delivering (conditional)
probabilities for being (staying) in either regime, the model helps interpret oil price fluctuations and assess their monetary policy implications in
real-time.

CO1698: Monetary policy, private debt and financial stability risks

Presenter: Eleonora Granziera, Bank of Finland, Finland

Can monetary policy be used to promote financial stability? We answer this question by estimating the impact of a monetary policy shock on
private-sector leverage and the likelihood of a financial crisis. Impulse responses obtained from a panel VAR of eighteen advanced countries
suggest that the debt-to-GDP ratio rises in the short run following an unexpected tightening in monetary policy. As a consequence, the likelihood
of a financial crisis increases, as estimated from a panel logit regression. However, in the long run, output recovers and higher borrowing costs
discourage new lending, leading to a deleveraging of the private sector. A lower debt-to-GDP ratio in turn reduces the likelihood of a financial
crisis. These results suggest that monetary policy can achieve a less risky financial system in the long run but could fuel financial instability in the
short run. We also find that the ultimate effects of a monetary policy tightening on the probability of a financial crisis depend on the leverage of
the private sector: the higher the initial value of the debt-to-GDP ratio, the more beneficial the monetary policy intervention in the long run, but the
more destabilizing in the short run.

CO325 Room 005 RECENT ADVANCES IN HIGH DIMENSION ECONOMETRICS Chair: Weining Wang

CO0419: Inference in high-dimensional instrumental variable models

Presenter: Christoph Breunig, Humboldt-Universitat zu Berlin, Germany

A method is proposed for inference of single or low-dimensional components of a high-dimensional structural parameter in a triangular model.
The method can be used for constructing confidence intervals and statistical tests for such structural components.

CO1079: Network quantile autoregression

Presenter:  'Weining Wang, Humboldt University at Berlin, Germany

It is a challenging task to understand the complex dependency structures in a ultra-high dimensional network, especially when the dependency
between some of the nodes are highly non-linear. To tackle this problem, we consider a network quantile autoregression model (NQAR) to model
the dynamic tail behavior ina complex system. In particular, we relate responses to its connected nodes and node specific characteristics in a quantile
autoregression process. A minimum contrast estimation approach for the NQAR model is introduced, and its asymptotic properties are studied.
Finally, we demonstrate the usage of our model by studying the financial contagions in Chinese stock market accounting for shared ownership of
companies.

CO1561: Estimation of nonlinear panel models with multiple unobserved effects

Presenter: Mingli Chen, University of Warwick, United Kingdom

The aim is to propose a fixed effects expectation-maximization (EM) estimator that can be applied to a class of nonlinear panel data models with
unobserved heterogeneity, which is modeled as individual effects and/or time effects. Of particular interest is the case of interactive effects, i.e.
when the unobserved heterogeneity is modeled as a factor analytical structure. The estimator is obtained through a computationally simple, iterative
two-step procedure, where the two steps have closed form solutions. We show that estimator is consistent in large panels and derive the asymptotic
distribution for the case of the probit with interactive effects. We develop analytical bias corrections to deal with the incidental parameter problem.
Monte Carlo experiments demonstrate that the proposed estimator has good finite-sample properties. We illustrate the use of the proposed model
and estimator with an application to international trade networks.

CO0251: Vine based modeling of multivariate realized volatility

Presenter: Yarema Okhrin, Universitaet Augsburg, Germany

Studying realized volatility based on high-frequency data is of particular interest in asset pricing, portfolio management and evaluation of risk. We
propose an approach for dynamic modeling and forecasting of realized correlation matrices that allows for model parsimony and automatically
guarantees positive definiteness of the forecast. We use the one-to-one relationship between a correlation matrix and its associated set of partial
correlations corresponding to any regular vine specification. Being algebraically independent the partial correlations of the vine do not need to
satisfy any algebraic constraint such as positive definiteness. We present several selection methods to choose, among the large number of vines, the
vine structure best capturing the characteristics of the multivariate time-series of the correlation parameters. The individual partial correlation time-
series are studied using ARFIMA and HAR models to account for long-memory behavior. The dependence between assets is exibly modeled using
vine copulas that allow for nonlinearity and asymmetric tail behavior. Correlation point forecasts are obtained as nonlinear transformation of the
forecasts for the partial correlation vine. The usefulness of the methodology is investigated in a one-day ahead forecasting framework comparing
existing methods based on a model confidence set approach.
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CO539 Room Board meeting room I RECENT DEVELOPMENTS IN NONPARAMETRIC AND ROBUST INFERENCE  Chair: Jana Jureckova

CO0451: Behavior of rank tests and estimates in measurement error models

Presenter: Radim Navratil, Masaryk University Brno, Czech Republic

Measurement error models (also called errors-in-variables models) are regression models that account for measurement errors in the independent
variables (regressors). These models occur very commonly in practical data analysis, where some variables cannot be observed exactly, usually due
to instrument or sampling error. Sometimes ignoring measurement errors may lead to correct conclusions, however in some situations it may have
dramatic consequences. Behavior of standard rank procedures (both tests and estimates) in measurement error models will be investigated. The
main goal is to investigate if classical rank tests and estimates stay valid and applicable when there are some measurement errors present and if not
how to modify these procedures to be still able to do some statistical inference. Finally, performance of the tests and estimates will be illustrated
on practical examples and simulations.

CO0532: Generalization of L-moments in the linear regression model

Presenter:  Jan Picek, Technical University of Liberec, Czech Republic

Co-authors: Martin Schindler

The L-moments are analogues of the conventional moments and have similar interpretations. They are calculated using linear combinations of the
expectation of ordered data. It was recently shown that L-moments are special case of L-estimators. We propose a generalization of L-moments in
the linear regression model based on regression quantiles as special L-estimator. The properties of extended L-moments are illustrated on simulated
data.

CO0496: Maximum likelihood method for bandwidth detection of kernel conditional density estimation

Presenter: Katerina Konecna, Masaryk University, Czech Republic

Co-authors: Ivanka Horova

Kernel smoothing technique is a suitable tool for estimation of conditional density estimation. Kernel estimations depend on a kernel which plays a
role of weight function and smoothing parameters which control a smoothness of the estimation. The problem of a choice of smoothing parameters,
i.e., how much to smooth, is the most significant. The aim is to compare the well-known cross-validation method and maximum likelihood method.
The performance of these methods is compared by simulation studies. Application to real data is also included.

CO0498: Regression quantile and averaged regression quantile processes

Presenter:  Jana Jureckova, Charles University in Prague, Czech Republic

The regression alpha-quantile and its two-step version, and weighted averages B(o) and B*(a) of both, with the regressors as the weights are
considered. They are asymptotically equivalent to each other and to the location a-quantile of the model errors. As the processes in a € (0, 1), they
differ by a drift and converge to the Brownian bridge over (0,1) after a suitable standardization.

CO411 Room 008 VOLATILITY MODELS AND THEIR APPLICATIONS Chair: Teruo Nakatsuma ‘

CO0473: Multivariate stochastic volatility models with realized volatility and pairwise realized correlation

Presenter:  Yuta Yamauchi, University of Tokyo, Japan

Co-authors: Yasuhiro Omori

Although stochastic volatility and GARCH models have been successful to describe the volatility dynamics of univariate asset returns, their natural
extension to the multivariate models with dynamic correlations has been difficult due to several major problems. We consider dynamic latent
correlation variables in addition to latent volatility variables and estimate model parameters using Markov chain Monte Carlo simulations, where
we sample latent correlation variables one at a time given others so that we keep the covariance matrices positive definite. Our contributions are: (1)
we obtain the stable parameter estimates for dynamic correlation models using the realized measures, (2) we make full use of intraday information
by using pairwise realized correlations, (3) the covariance matrices are guaranteed to be positive definite, (4) we avoid the arbitrariness of the
ordering of asset returns, and (5) propose the flexible correlation structure model (e.g. such as setting some correlations to be identically zeros if
necessary). Our proposed models are applied to daily returns of nine U.S. stocks with their realized volatilities and pairwise realized correlations,
and are shown to outperform the existing models with regard to portfolio optimizations.

CO1016: Stochastic volatility with regimes, skew, fat tails, and leverage using returns and realized volatility for inference

Presenter: Sebastian Trojan, None, Germany

A general stochastic volatility (SV) model specification with leverage, heavy tails, skew, and switching regimes, using realized volatility (RV)
as an auxiliary time series to improve inference on latent volatility is presented. The information content of the range, and of implied volatility
using the VIX index, is also analyzed. Asymmetry in the observation error is modeled by the generalized hyperbolic skew Student-¢ distribution,
whose heavy and light tail enable substantial skewness. Database is the S& P500 index. Number of regimes and dynamics differ dependent on
the deployed auxiliary volatility proxy and are investigated for the financial crash period 2008/09 in more detail. An extended in-sample model
selection is provided. An out-of-sample study comparing predictive ability of various model variants for a calm and a volatile period yields insights
about the gains on forecasting performance that can be expected by incorporating different volatility proxies into the model. Findings indicate
that including RV pays off mostly in more volatile market conditions, whereas in calmer environments SV specifications using no auxiliary series
outperform. Results for the VIX as a measure of implied volatility point in a similar direction. The range as volatility proxy provides a superior
in-sample fit, but its predictive performance is found to be weak.

CO1370: Bayesian emulation for optimization: Multi-step portfolio decision analysis

Presenter: Kaoru Irie, University of Tokyo, Japan

Co-authors: Mike West

Bayesian analysis is discussed for portfolio studies involving multi-step forecasts and decisions in financial time series. Using classes of econom-
ically and psychologically relevant multi-step ahead utility functions, we develop solutions to the resulting Bayesian expected utility optimization
problem. The solution paths involve mapping the technical structure of (some) optimization problems to those of parallel, synthetic Bayesian
inference problems in “emulating” statistical models. This provides access to standard Bayesian simulation and optimization methods that then
yield indirect solutions of the decision problems. Study of sequential portfolio studies with multivariate currency, commodity and stock index time
series illustrate the approach and show some of the practical utility and benefits of the new Bayesian decision analysis framework and methodology.

CC1520: Hierarchical Bayes modeling of autocorrelation and intraday seasonality in financial durations

Presenter: Teruo Nakatsuma, Keio University, Japan

Co-authors: Tomoki Toyabe

Intraday financial transactions are irregularly spaced, and their durations exhibit positive autocorrelation and intraday seasonality. In the literature,
the former is formulated as a time-dependent duration model such as the stochastic conditional duration (SCD) model while the latter is dealt with
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by filtering out any cyclical fluctuations in time series of durations with a spline smoothing method before the duration model is estimated. We
propose a hierarchical Bayes approach to model both autocorrelation and intraday seasonality in durations simultaneously. In our new approach,
the autocorrelation structure of durations is captured by the SCD model while the intraday seasonality is approximated with B-spline smoothing,
and the parameters in both models are allowed to differ on each trading day. In B-spline smoothing, we incorporate the smoothness prior (the
penalty on variations in the seasonality on the same trading day) as well as the similarity prior (the penalty on differences in the seasonality
between consecutive trading days) in order to prevent overfitting. The resultant model is regarded as a non-linear non-Gaussian state space model
of unbalanced panel data, for which a Bayesian approach is suitable. We developed an efficient Markov chain sampling scheme for the posterior
analysis of the proposed model and applied it to high-frequency commodity futures transaction data in the Tokyo Commodity Exchange.

CO315 Room 110 ECONOMETRICS OF ART MARKETS Chair: Douglas Hodgson

CO0488: Statistical prediction of art prices at auction

Presenter: Douglas Hodgson, UQAM, Canada

Co-authors: John Galbraith

Predicting the price of a unique object, given a limited sample, is a challenging problem but of interest to market participants, including owners
and insurers. The usual approach is least-squares estimation of a hedonic model for objects of a given class, such as paintings from a particular
school or period. The present paper examines statistical refinements of the standard methods. First, we consider the level of aggregation that
is appropriate for pooling observations into a sample, including the use of pattern recognition algorithms to identify clusters. Second, we apply
model-averaging methods to estimate predictive models at the individual-artist level, in contexts where sample sizes would otherwise be insufficient
to do so; averaging (ensemble prediction) is also used with regression-tree machine learning methods. Finally, we consider an additional stage in
which we incorporate repeat-sale information in the subset of cases for which this information is available. The results are applied to a data set of
auction prices for Canadian paintings. We compare the out-of-sample predictive accuracy of the various methods and find that those that allow us
to use single-artist samples produce superior results, and that data driven averaging across predictive models produces clear gains. As well, where
available,repeat-sale information appears to produce further improvements in predictive accuracy.

CO0493: A finite mixture model to capture unobserved heterogeneity in art prices: Evidences from surrealism

Presenter:  Juan Prieto-Rodriguez, Universidad de Oviedo, Spain

The purpose is to analyse whether there is or not a single mechanism in price formation at the high end of the modern art market defined by auction
houses at the most important art markets in the world. A serious problem in estimating functions in cultural markets is the presence of unobserved
heterogeneity. For instance, the shape of the demand or value function in the modern art market relies on individual characteristics of artworks,
which are may not be all directly observed. Moreover, just one value function may not be enough to capture differences in price formation if it
differs across pieces of art. In order to reduce unobserved heterogeneity, we have used a sample on paintings sold at auctions between 1990 and
2007 related to different schools and movements of Surrealism. We have used a finite mixture approach to emulate the data generating process
underlying the price formation. Such models have allowed us first to identify art market segments defined by a similar but unobserved price
structure and, then, to investigate differences in prices determinants. Additionally, we have found some separating variables or determinants upon
which art pieces are classified into a specific market segment. Thanks to this procedure we can reject the hypothesis of a unique price structure in
auction markets for Surrealism. As expected, moreover, segmentation depends on local markets and on the auction houses involved.

CO0947: Cultural and creative industries in peripheral areas: A study of the Euregion Maas Rhein area

Presenter: Anouk Duivenvoorden, Maastricht University, Netherlands

Co-authors: Marina Gertsberg, Rachel Pownall

Policy on creative industries is increasingly important as an urban development tool. Current studies are primarily focused on the analysis of
the cultural and creative industries (CCls) in large urban regions; knowledge on the effects of CCIs in peripheral areas is still limited. We study
the development of the CCI, and in particular the fashion industry in the Euregion Maas Rhine, which encompasses the cross-border region of
Maastricht in the South of The Netherlands, Aachen in West-Germany, and Liege in Belgium. Our aim is to evaluate the potential of a change
in local recent municipality policy on developing the regional fashion industry in the city of Maastricht. This policy emphasises the importance
of local and sustainable production and the intention is to generate growth in employment in the fashion industry of approximately 70% within
the next five years. We map the current state of CCIs in the Euregion Maas Rhine for comparison and to measure the potential spillover effects
between regions. Other studies show that the city of Maastricht has a high level of sole proprietorships, in general. How this relates to the CClIs
is of particular interest. We find structural differences in the developments paths and the statusquo between regions in terms of start-up activity,
specifically with respect to sole proprietorships, and employment data.

CO0948: Market evolution, bidding strategies, and survival of art dealers

Presenter: Marina Gertsberg, University of Maastricht, Netherlands

Co-authors: Rachel Pownall, Daskhina De Silva

The evolution of theLondon-based fine-art dealers is studied and effects of asymmetric information is analyzed on their bidding and survival
patterns during 1800-1913. While dealers captured about 17% of the total purchases between 1800 and 1850, the share increased to about 56%
during 1850-1913. First, we show that dealers entered the market as the number of paintings traded and population increased. Next, we examine
whether the experience of an art dealer can explain the differences in the acquisition or bidding strategies. We show that more experienced dealers
payabout 23% more for an artwork of the same quality than inexperienced dealers. This price difference can be attributed to the informational
advantage of experienced bidders. Additionally, our results indicate that less experienced dealers are less likely to survive in the market. Our
evidence supports the conjecture that common value auctions with information asymmetries offer benefits to bidders with better information.

CO319 Room 106 COMMON FEATURES IN ECONOMICS AND FINANCE Chair: Joao Victor Issler

CO1274: Testing for deterministic seasonality in mixed-frequency VARs

Presenter:  Alain Hecq, Maastricht University, Netherlands

Co-authors: Tomas del Barrio Castro

The mixed-frequency VAR is a multivariate modelling that stacks time series at different frequencies in order to jointly model the behavior of a low-
and the high-frequency variables (respectively LF and HF hereafter). This approach complements the MIDAS regression in which a single non-
linear equation from the LF to HF series is estimated. The MF-VAR modelling, although to some extent inherited from the periodic autoregressive
models (i.e. PAR(p)), is often estimated on seasonally adjusted data or, at least, the consequences of such seasonality components is not really
accounted for. A strategy is provided to estimate a full range of interesting hypotheses about deterministic seasonal features within raw data. We
also examine the presence of common seasonal features. We apply our testing framework on the relationship between quarterly employment and
monthly tourist arrivals in the Balearic Islands.
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CO1291: Inattention in individual expectations

Presenter:  Joao Victor Issler, Getulio Vargas Foundation, Brazil

The expectations formation process of economic agents about inflation rate is investigated. Using the Market Expectations System of Central Bank
of Brazil, we perceive that agents do not update their forecasts every period and that even agents who update disagree in their predictions. We
then focus on the two most popular types of inattention models that have been discussed in the recent literature: sticky-information and noisy-
information models. Estimating a hybrid model we find that, although formally fitting the Brazilian data, it happens at the cost of a much higher
degree of information rigidity than observed.

CO1326: Asymptotically unbiased estimation of large dynamic panel models

Presenter:  Jose Diogo Barbosa, University of Michigan, United States

The estimation of a dynamic panel model with fixed effects, time-series heteroskedasticity and exogenous covariates is considered. This model
allows natural rotational invariance conditions, such as re-ordering the individuals in the sample. An invariance principle determines a maximal
invariant statistic. Its distribution yields an estimator for the structural parameters that is consistent and asymptotically unbiased in the large N,
fixed T and in the large N, large T asymptotics. This method, therefore, solves the incidental-parameter problem created by the presence of fixed
effects and time-varying heteroskedasticity even when both NV and T are increasing.

CO1539: Mixed causal-noncausal autoregressions with strictly exogenous regressors for structural expectations equations

Presenter:  Sean Telg, Maastricht University, Netherlands

Co-authors: Alain Hecq, Joao Victor Issler

Some authors have proposed mixed autoregressive causal-noncausal (MAR) models to estimate economic relationships involving expectations
variables. Indeed, when linearly solved, those structural equations usually imply explosive roots in their autoregressive part but have stationary
solutions when the future of the realized variable is considered instead. In previous work, possible exogenous variables in economic relationships
are substituted into the error term and are assumed to follow an MAR process to ensure the MAR structure of the variable of interest. Following
this procedure, one loses the impact of exogenous variables that are very important for understanding economic phenomena. For that reason, we
instead consider a MARX representation which allows for the inclusion of strictly exogenous regressors. We develop the asymptotic distribution
of the MARX parameters. We assume a Student’s ¢-likelihood to develop closed form solutions of the corresponding standard errors. Remarkably,
our method does not involve tedious numerical methods. By means of Monte Carlo simulations, we evaluate the merit of our approach as well as
the accuracy of a model selection based on information criteria after estimating models by non-Gaussian MLE. Several present value specifications
empirically illustrate our analysis.

CO383 Room 108 RECENT ADVANCES ON FINANCIAL TIME SERIES MODELLING Chair: Cristina Amado

CO0744: Modelling volatility via smooth transition copulas

Presenter: Emilio Zanetti Chini, University of Pavia, Italy

Co-authors: Michele Costola

A model is proposed to characterize the conditional dependence via vine-copula assuming a non-linear change in the the dependence structure
through a smooth transition function. The sequential nature of the vine approach and the peculiarity of model (not identified under the null
hypothesis of linearity) requires a proper statistical treatment. In particular, we show that such a form of non-linear vine copula can be efficiently
estimated via peculiar version of the augmented Kalman filter. A Monte Carlo simulation study proves the efficiency of the new technique. In the
empirical analysis, we apply the model to HAR-RVs of the major stock indices using the Oxford-Man Institute’s realized library.

CO1450: Forecasting volatility using long memory dynamics: How effective is the use of a realised measure

Presenter: Katarzyna Lasak, VU Amsterdam, Netherlands

Co-authors: Hidde Jelsma

A closer look is taken at multiple models to estimate the unobserved volatility component of financial returns. This is done for three stocks, Nike
Inc., AEGON n.v., and Idex Corporation over the period of August 3rd 2009 till August 1st 2014. We use models from the GARCH and GAS
frameworks and extend these models to incorporate long memory dynamics. We look at the forecasting performance and the predictive capabilities
of risk. Forecasting performance is tested by comparing the forecasts with the Realised kernel described previously in the literature, which is used
as a proxy for the true volatility, and applying the Diebold-Mariano test based on squared and absolute errors. The predictive capabilities of risk
are compared by looking at the Value at Risk and applying the backtesting methods also previously described. We find that models imposing long
memory dynamics do not provide better one-day-ahead forecasts but become more powerful if we extend the forecasting horizon to ten days, and
that the models using the Realised kernel have provided more accurate forecasts and predict risk better than models using only the returns as input,
but that the Realised kernel is not always an accurate measure of the true volatility.

CC1710: A smooth transition approach to modelling diurnal variation in models of autoregressive conditional duration

Presenter:  Cristina Amado, University of Minho, Portugal

Co-authors: Timo Terasvirta

The aim is to introduce a new approach for adjusting the diurnal variation in the trade durations. The model considers that durations are multi-
plicatively decomposed into a deterministic time-of-day and a stochastic component. The parametric structure of the diurnal component allows the
duration process to change smoothly over the time-of-day. In addition, a testing framework consisting of Lagrange multiplier tests is proposed for
specifying the diurnal component. Our methodology is applied to the IBM transaction durations traded at the New York Stock Exchange.

CC1577: Quantile cross-spectral measures of dependence between economic variables

Presenter:  Jozef Barunik, UTIA AV CR vvi, Czech Republic

Co-authors: Tobias Kley

A quantile cross-spectral analysis of multiple time series is introduced which is designed to detect general dependence structures emerging in
quantiles of the joint distribution in the frequency domain. We argue that this type of dependence is natural for economic time series but remains
invisible when the traditional analysis is employed. To illustrate how such dependence structures can arise between variables in different parts of
the joint distribution and across frequencies, we consider quantile vector autoregression processes. We define new estimators which capture the
general dependence structure, provide a detailed analysis of their asymptotic properties and discuss how to conduct inference for a general class of
possibly nonlinear processes. In an empirical illustration we examine one of the most prominent time series in economics and shed new light on
the dependence of bivariate stock market returns.
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EO517 Room 204 ESTIMATION OF TAIL RISK Chair: Abdelaati Daouia

EO00269: Estimation of the marginal expected shortfall in the context of an infinite mean model

Presenter: Armelle Guillou, Strasbourg, France

Co-authors: Juan Juan Cai, Valerie Chavez-Demoulin

An estimator is developed for the marginal expected shortfall in the case of an infinite mean model. We establish the asymptotic normality
of our estimator under general assumptions. The finite sample performance is illustrated by a simulation study, based on which we give some
recommendations about the tuning parameters of the estimation in practice. We apply our methodology to tsunami data and operational risk data.

EO1141: Estimation of extreme expectiles from heavy tailed distributions

Presenter: Stephane Girard, Inria, France

Co-authors: Abdelaati Daouia, Gilles Stupfler

The class of quantiles lies at the heart of extreme-value theory and is one of the basic tools in risk management. The alternative family of expectiles
is based on squared rather than absolute error loss minimization. Both quantiles and expectiles were embedded in the more general class of M-
quantiles as the minimizers of a generic asymmetric convex loss function. It has been proved very recently that the only M-quantiles that are
coherent risk measures are the expectiles. Least asymmetrically weighted squares estimation of expectiles did not, however, receive yet as much
attention as quantile-based risk measures from the perspective of extreme values. We develop new methods for estimating the Value at Risk and
Expected Shortfall measures via high expectiles. We focus on the challenging domain of attraction of heavy-tailed distributions that better describe
the tail structure and sparseness of most actuarial and financial data.

EO0920: Local robust estimation of the Pickands dependence function

Presenter:  Yuri Goegebeur, University of Southern Denmark, Denmark

Co-authors: Armelle Guillou, Mikael Escobar-bach

Robust estimation is considered for the Pickands dependence function in the covariate framework. Our estimator is based on local estimation
with the minimum density power divergence criterion. We provide its main asymptotic properties, in particular the convergence of the stochastic
process, correctly normalized, towards a tight centered Gaussian process. The finite sample performance of our estimator is illustrated on a small
simulation study involving both uncontaminated and contaminated samples.

EO1713: Why risk is so hard to measure

Presenter: Chen Zhou, Erasmus University Rotterdam, Netherlands

Co-authors: Jon Danielsson

The aim is to analyze the robustness of standard techniques for risk analysis, with a special emphasis on the Basel III risk measures. We focus
on the difference between Value-at-Risk and expected shortfall, their small sample properties, the scope for manipulating risk measures and how
estimation can be improved. Overall, we find that risk forecasts are extremely uncertain at low sample sizes, with Value-at-Risk more accurate than
expected shortfall, while Value-at-Risk is easily manipulated without violating regulations. Finally the implications for practitioners and regulators
are discussed along with best practice suggestions.

EO055 Room 309 B MACHINE LEARNING, APPROXIMATION AND ROBUSTNESS Chair: Andreas Christmann

EO0271: Approximation analysis of distributed learning with spectral algorithms

Presenter: Ding-Xuan Zhou, City University of Hong Kong, China

Analyzing and processing big data has been an important and challenging task in various fields of science and technology. Statistical learning theory
has been widely used for data analysis. It aims at learning function relations or data structures from samples. Distributed learning is an important
topic in statistical learning theory and is a powerful method to handle big data. Distributed learning is based on a divide-and-conquer approach and
consists of three steps: first we divide over-sized data into subsets and each data subset is distributed to one individual machine, then each machine
processes the distributed data subset to produce one output, finally the outputs from individual machines are combined to generate an output of
the distributed learning algorithm. It is expected that the distributed learning algorithm can perform as efficiently as one big machine which could
process the whole over-sized data, in addition to the advantages of reducing storage and computing costs.In this talk we discuss distributed learning
with spectral algorithms, a class of kernel-based learning algorithms using spectral information of the data and the target distribution, including
the least squares regularization scheme for regression. We provide some approximation analysis of these distributed learning algorithms, and
demonstrate error bounds and learning rates in reproducing kernel Hilbert spaces.

EO0942: A robust approach to summarize the location of functional data

Presenter: Beatriz Sinova, University of Oviedo, Spain

Co-authors: Stefan Van Aelst

Some robust location measures to summarize the location of functional data have already been proposed in the literature, like, for instance, trimmed
means (either involving depth functions or not). The aim is to extend another well-known and successful methodology used for univariate and
multivariate real-valued data to the functional-valued setting, the so-called M-estimation. Such a generalization will be based on some developments
from the literature for robust nonparametric density estimation. First, the theoretical results related to the existence and uniqueness of functional-
valued M-estimators, as well as their consistency and uniqueness, will be established. The second part illustrates the computation of functional-
valued M-estimators associated with some well-known choices for the loss function, such as Huber, Hampel and Tukey ones, and shows their
finite-sample performance by means of several simulation studies.

EO0568: Support vector machines for non-i.i.d. observations

Presenter: Katharina Strohriegl, University of Bayreuth, Germany

Co-authors: Andreas Christmann

Today, support vector machines and other regularized kernel methods are an important tool to solve classification and regression problems. The
goal of support vector machines is to find a function, which describes the relation between input values x and output values y, by using a given
data set. So far, the overwhelming part of theoretical work is done for the assumption that data are generated by independent and identically
distributed random variables. However, this assumption is not fulfilled in many practical applications, and non-i.i.d. cases increasingly attract
attention. We examine important properties of statistical estimators - consistency and qualitative robustness in the case of observations which do
not fulfill the i.i.d. assumption. To generalize the results of the i.i.d. case we consider stochastic processes which provide a certain convergence of
the empirical measure to a limiting distribution. Consistency can be shown for assumptions on the dependence structure of the stochastic process
and for the assumption on the empirical measure. Examples are a-mixing processes and weakly dependent processes. Moreover the convergence
of the empirical measure together with assumptions on the estimator lead to qualitative robustness, for some processes a bootstrap approach is also
qualitatively robust.
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EO0406: Robust localized learning with kernels
Presenter: Andreas Christmann, University of Bayreuth, Germany

Some regularized risk methods based on kernels for the big data situation will be described. A divide-and-conquer approach is used to enable
localized learning. Statistical robustness will be the main focus.

EO087 Room 308 B STATISTICAL IMAGING Chair: Michele Guindani

EO0280: Bayesian semi-parametric modeling of near infra-red spectroscopy data

Presenter: Timothy Johnson, University of Michigan, United States

Functional near-infrared spectroscopy (fNIRS) is a relatively new neuroimaging technique. It is a low cost, portable, non-invasive method to
monitor brain activity. Similar to fMRI, it measures changes in the level of blood oxygen in the brain. Its time resolution is much finer than fMRI,
however its spatial resolution is much courser-similar to EEG or MEG. fNIRS is finding widespread use on young children whom cannot remain
still in the MRI magnet and it can be used in situations where fMRI is contraindicated-such as with patients whom have cochlear implants. Since
it measures the hemodynamic response to stimulus, similar to fMRI, statistical methods that are in use simply use modifications to existing fMRI
packages. We show that these methods are inadequate and we propose a fully Bayesian semi-parametric hierarchical model to analyze fNIRS
data. The hemodynamic response function is modeled using a cubic B-spline basis while nuisance signals (e.g. vasomotor signal and heart beat)
are modeled using a Gaussian process. We assume the residual time-series is a high-order AR process and adopt a spike-and-slab prior to shrink
unnecessary AR parameters to zero. Our model is easily adapted to handle the bivariate fNIRS time-series data at a single detector (oxygenated-and
deoxygenated-hemoglobin). It can also easily be adapted to handle the spatial aspects of an array of detector.

EO0927: A variance components model for statistical inference on functional connectivity networks

Presenter: Mark Fiecas, University of Minnesota, United Kingdom

Co-authors: Ivor Cribben

A variance components linear modeling framework is proposed for statistical inference on functional connectivity networks that accounts for the
temporal autocorrelation inherent in functional magnetic resonance imaging (fMRI) time series data and for the heterogeneity across subjects.
The novel method estimates the former in a nonparametric and subject-specific manner, and estimates the latter using iterative least squares and
residual maximum likelihood. We apply the new model to a resting-state fMRI study to compare the functional connectivity networks in both
typical and reading impaired young adults in order to characterize the resting state networks that are related to reading processes. We also compare
the performance of the model to other methods that do not account for the temporal autocorrelation or heterogeneity across the subjects using an
extensive simulation study.

EO1159: Association of structural brain imaging markers with alcoholism using structural connectivity via a regularized approach
Presenter:  Jaroslaw Harezlak, Indiana University Fairbanks School of Public Health, United States

Co-authors: Mario Dzemidzic, Joaquin Goni, David Kareken, Marta Karas

Brain imaging studies collect multiple imaging data types, but most analyses are done for each modality separately. Statistical methods that
simultaneously utilize and combine multiple data types can instead provide a more holistic view of brain function. We utilize cortical thickness
measures obtained by FreeSurfer software to predict the alcoholism-related phenotypes while incorporating prior information from the structural
connectivity between cortical regions. We develop a functional linear model with a penalty operator to quantify the relative contributions of imaging
markers obtained from high resolution structural MRI (cortical thickness) as predictors of drinking frequency and risk-relevant personality traits,
while co-varying for age. We estimate model parameters by a unified approach directly incorporating structural connectivity information into the
estimation by exploiting the joint eigenproperties of the predictors and the penalty operator. We applied the developed methods to a sample of
148 young (21-35 years) social-to-heavy drinking male subjects from several alcoholism risk studies. Structural connectivity model was used to
estimate the density of connections between 66 cortical regions based on Desikan-Killiany atlas. Using our method we found the best 11 average
cortical thickness markers of the Alcohol Use Disorders Identification Test score.

EO1308: Time varying models for brain imaging data

Presenter:  Ivor Cribben, Alberta School of Business, Canada

In functional magnetic resonance imaging (fMRI) studies, the networks between brain regions are assumed to be stationary over time. However,
there is now more evidence that the network is changing over time even when the subjects are at rest. Firstly, we formulate the problem in a
high-dimensional time series framework and introduce a data-driven method which detects change points in the network structure of a multivariate
time series, with each component of the time series represented by a node in the network. Secondly, we introduce a new time varying approach
that is model-free, data-adaptive, and is applicable in situations where the (global) stationarity of the time series from the brain regions fails, such
as the cases of local stationarity and/or change points. We apply both new methods to simulated data and to a resting-state fMRI data set.

EO0640 Room 206 SURVIVAL ANALYSIS WITH COPULA AND FRAILTY MODELS Chair: Takeshi Emura

EO0462: A conditional copula model for clustered right-censored event time data

Presenter: Candida Geerdens, Hasselt University, Belgium

Co-authors: Elif Acar, Paul Janssen

In many studies the response of interest is the time until a predefined event (e.g. the time to blindness). Often, the true event time is unknown
and only a lower time bound can be observed (e.g. due to the end of the study period). The data are right-censored. Further, event times can be
grouped into clusters and thereby be correlated (e.g. the time to blindness is registered for left and right eye, leading to a cluster of size two).
Copulas provide a popular tool to describe the association in clustered time-to-event data. We propose an estimation and a testing strategy to assess
the impact of a continuous cluster-level covariate on the dependence in grouped right-censored event time data, as modeled through a conditional
copula. A local likelihood approach is used to estimate the functional form of the copula parameter and a generalized likelihood ratio test (with
bootstrap) is described to assess its constancy. The performance of the method is evaluated in a simulation study, under different rates of right-
censoring and for various parametric copula families, considering both parametrically and nonparametrically estimated margins. Data on diabetic
retinopathy (blindness due to diabetic disease) are used as illustration.

EO1289: The use of tumor dynamics and new lesions to predict survival with multivariate joint frailty models

Presenter:  Virginie Rondeau, University of Bordeaux INSERM, France

Co-authors: Agnieszka Krol

In oncology, the international WHO and RECIST criteria have allowed the standardization of tumor response evaluation in order to identify the time
of disease progression. These semi-quantitative measurements are often used as endpoints in phase II and phase I1I trials to study the efficacy of new
therapies. However, through categorization of the continuous tumor size, information can be lost and they can be challenged by recently developed
methods of modeling biomarkers in a longitudinal way. Thus, it is of interest to compare the predictive ability of cancer progressions based on
categorical criteria and quantitative measures of tumor size (left-censored due to detection limit problems) and/or appearance of new lesions on
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overall survival. We propose a joint model for a simultaneous analysis of three types of data: longitudinal marker, recurrent events and a terminal
event. A simulation study is performed and shows that the proposed trivariate model is appropriate for the practical use. We suggest statistical tools
that evaluate predictive accuracy for joint models to compare our model to models based on categorical criteria and their components. We apply
the model to a randomized phase III clinical trial of metastatic cancers.

EO1369: Modelling unbalanced hierarchical survival data using HAC-copula functions

Presenter: Roel Braekers, Hasselt University, Belgium

A copula model is introduced for hierarchically nested clustered survival times in which the different clusters and sub-clusters are possibly unbal-
anced. Due to the right censoring we do not fully observe each outcome variable. This, together with the hierarchical structure of the data, makes
it very difficult to set-up a full likelihood function for a general copula model. To circumvent this problem, we focus to on the class of hierarchical
nested Archimedean copula functions and use the properties of this copula family to simplify the full likelihood function. For the marginal survival
time, we introduce both a parametric regression model and a semi-parametric Cox’s regression model. Since maximizing the likelihood function
for all parameters is computational difficult, we consider a two-stage estimation procedure in which we first estimate the marginal parameters and
afterwards, estimate the association parameters. As a result, we obtaine the asymptotic consistency and normality of the association parameters.
Next we compare the finite sample behaviour of the different estimators through a simulation study. Furthermore we illustrate the estimators on a
practical example on the insemination time of dairy cows.

EO0467: Dynamic prediction according to tumour progression and genetic factors: Meta-analysis with a joint frailty-copula model
Presenter: Takeshi Emura, National Central University, Taiwan

Co-authors: Virginie Rondeau, Masahiro Nakatochi, Sigeyuki Matsui, Hirofumi Michimae

The increasing availability of genomic information and large-scale meta-analytic dataset for clinicians has motivated the extension of the traditional
survival prediction based on the Cox proportional hazards model. The aim is to develop a risk prediction scheme for death according to genetic
factors and dynamic tumour progression status based on meta-analytic data. To this end, we extend the existing joint frailty-copula model to a model
allowing for high-dimensional genetic factors. In addition, we propose a dynamic prediction scheme to predict death given tumour progression
events possibly occurring after treatment or surgery. For clinical use, we implement the computation software of the prediction scheme in R
joint.Cox package. We also develop a tool to validate the performance of the prediction scheme by assessing the prediction error with the Brier
score. We illustrate the method with the meta-analysis of individual patient data on ovarian cancer patients.

EO163 Room 217 STATISTICAL MODELING FOR HIGH-DIMENSIONAL AND BIOMEDICAL DATA Chair: Mauricio Castro

EO0517: Nonparametric Bayesian regression analysis of the Youden index

Presenter:  Vanda Inacio, University of Edinburgh, United Kingdom

Co-authors: Miguel de Carvalho, Adam Branscum

Accurately screening diseased from nondiseased individuals and correctly diagnosing disease stage are critically important to health care on several
fronts, including guiding recommendations about combinations of treatments and their intensities. The accuracy of a continuous medical test or
biomarker varies by the cutoff threshold (c) used to infer disease status. Accuracy can be measured by the probability of testing positive for
diseased individuals (the true positive probability or sensitivity, Se(c), of the test) and the true negative probability (specificity, Sp(c)) of the test. A
commonly used summary measure of test accuracy is the Youden index,¥; = max{Se(c) +Sp(c) —1: ¢ € R}, which is popular due in part to its ease
of interpretation and relevance to population health research. In addition, clinical practitioners benefit from having an estimate of the optimal cutoff
that maximizes sensitivity plus specificity available as a byproduct of estimating ¥;. We develop a highly flexible nonparametric model to estimate
Y7 and its associated optimal cutoff that can respond to unanticipated skewness, multimodality and other complexities because data distributions
are modeled using dependent Dirichlet process mixtures. The value of our nonparametric regression model is illustrated using multiple simulation
studies and data on the age-specific accuracy of glucose as a biomarker of diabetes.

EO0524: Analysis of incomplete high-dimensional data via mixtures of common t-factor analyzers

Presenter:  'Wan-Lun Wang, Feng Chia University, Taiwan

Mixtures of common t-factor analyzers (MCtFA) have emerged as a sound parsimonious model-based tool for robust modeling of high-dimensional
data in the presence of fat-tailed noises and atypical observations. A generalization of MCtFA to accommodate missing values is presented, as
they frequently occur in many scientific researches. Under a missing at random mechanism, a computationally efficient expectation conditional
maximization either (ECME) algorithm is developed for parameter estimation. The techniques for visualization of the data, classification of new
individuals, and imputation of missing values under an incomplete-data structure of MCtFA are also investigated. Illustrative examples concerning
the analysis of real and simulated data sets are presented to describe the usefulness of the proposed methodology and compare the finite sample
performance with its normal counterparts.

EO0563: Skew-t factor analysis models with incomplete data

Presenter: Tsung-I Lin, National Chung Hsing University, Taiwan

A novel framework is presented for maximum likelihood (ML) estimation in skew-t factor analysis (STFA) models in the presence of missing values
(or nonresponses). As a robust extension of the ordinary factor analysis model, the STFA model assumes a restricted version of multivariate skew-¢
distribution for the latent factors and unobservable errors to accommodate non-normal features such as asymmetry and heavy tails or outliers. A
computationally analytical EM-type algorithm is developed to carry out ML estimation and imputation of missing values under the missing at
random mechanism. The practical utility of the proposed methodology is illustrated through both real and synthetic data examples.

EO1656: Using covariate informed partition models to identify subpopulations via curve clustering

Presenter:  Garritt Page, Brigham Young University, United States

Studies are considered that measure functional output on a collection of experimental units or subjects. The main objective is to flexibly model
individual curves while simultaneously assigning subjects to clusters based on curve shape such that the resulting partition is scientifically meaning-
ful. Additionally, we seamlessly incorporate covariate information to the formation of curve clusters by employing a covariate informed partition
model. Once clusters are connected with covariate information, we show how this information can be used to carry out less expensive/invasive
diagnosis or prediction of a subjects future behavior.
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EO133 Room 305A DECONVOLUTION AND BOUNDARY ESTIMATION Chair: Leopold Simar

EO0626: Nonparametric boundary regression

Presenter: Natalie Neumeyer, University of Hamburg, Germany

Regression models with one-sided error distribution are considered. We discuss estimation of the boundary curve by a local polynomial method
and obtain uniform rates of convergence. The rate depends on the regularity of the error distribution in its end point. We further consider sequential
empirical processes of residuals. We show weak convergence to a Gaussian process and apply the results for model specification tests. In particular
we discuss goodness-of-fit testing for the error distribution and testing for monotonicity of the boundary curve.

EOO0611: Inference for non-parametric stochastic frontier models

Presenter: Valentin Zelenyuk, University of Queensland, Australia

Co-authors: Leopold Simar, Ingrid Van Keilegom

The focus is on statistical testing in the framework of non-parametric and semi-parametric stochastic frontier via local least squares approach.
In particular, we are concerned with inference about existence of production inefficiency in general and at particular points of interest as well as
inference about significance of factors potentially influencing the conditional mean of efficiency. To reach our goals, we consider and adapt a
previous bootstrap-based approach, as well the generalized likelihood test.

EO0766: Estimation of the boundary of a variable observed with symmetric error

Presenter: Jean-Pierre Florens, Toulouse School of Economics, France

Let X* be a positive random variable with support [c,+eo[. We observe X = X* + ¢, where € is a symmetric error term. The distribution of € is
otherwise unknown. Using an iid sample the objective is to estimate c. This analysis is in particular motivated by the non-parametric estimation of
stochastic cost frontiers. Our method is inspired by recent work. Let us consider the characteristic function of X (denoted by yx (¢)), which may
be easily estimated non-parametrically. The phase of yx (¢) (i.e. the ratio of yx () by its modulus) does not depend on the distribution of €, and we
use its nonparametric estimator to derive an estimator of c.

EO0798: A mollification approach to deconvolution problems

Presenter:  Anne Vanhems, University of Toulouse, TBS and TSE, France

Co-authors: Pierre Marechal

The objective is to propose an alternative approach to standard regularization methods for deconvolution problems. We consider the following
equation: ¥ = X + € and we want to recover the density function of X from the observed random sample (Yi,...,Y,). In this setting, we will
assume that € is normally distributed with known variance. This problem is well-known to be ill-posed. Its resolution has been addressed in many
publications, mostly inspired by the Tikhonov approach. The main drawback of the latter approach is that the original equation is significantly
perturbed, which leads to a difficult tradeoff: a strong regularization parameter induces a strong model perturbation; a weak regularization parameter
yields a unstable solution. We propose an alternative regularization scheme, in which this tradeoff will become much less crucial. The corresponding
methodology appeals to the notion of mollification.

EO075 Room 216 QUANTILE REGRESSION MODELS FOR DEPENDENT DATA Chair: Ghislaine Gayraud

EO0644: Nonparametric extreme quantile estimation for spatial data

Presenter:  Sophie Dabo, University-Lille, France

Co-authors: Aladji Bassene, Aliou Diop, Baba Thiam

Spatial statistics includes any techniques which study phenomenons observed on spatial sets. Such phenomenons appear in a variety of fields:
epidemiology, environmental science, econometrics, image processing and many others. Complex issues arise in spatial analysis, many of which
are neither clearly defined nor completely resolved, and form the basis for current researches. This is the case for instance in statistics of extremes,
where data are often spatial, and so spatial location can acts as a surrogate for risk factors. More recently, there has been increased interest in
non-parametric statistical models for spatial extremes. We are interested in quantile estimation for heavy tailed models when data are available in
space. More precisely, we consider a non-parametric conditional quantile estimate where the explanatory and response variables are real-valued
random fields. The asymptotic distribution of the proposed estimator is established under some mixing condition. The skills of the methods are
illustrated on simulations.

EO0654: Nonparametric tests for conditional independence using conditional quantiles and distributions

Presenter: Taoufik Bouezmarni, Universite de Sherbrooke, Canada

The concept of causality is naturally defined in terms of conditional distribution, however almost all the empirical work focuses on causality in
mean. The aim is to propose a nonparametric statistic to test the conditional independence and Granger non-causality between two variables
conditionally on another one. The test statistic is based on the comparison of conditional distribution functions using an L2 metric. We use
Nadaraya-Watson method to estimate the conditional distribution functions. We establish the asymptotic size and power properties of the test
statistic and we motivate the validity of the local bootstrap. The power of the proposed test is better than the competitors and it has the same power
compared to them. Moreover, it is simple to implement. We ran a simulation experiment to investigate the finite sample properties of the test and
we illustrate its practical relevance by examining the Granger non-causality between S& P 500 Index returns and VIX volatility index. Contrary to
the conventional 7-test based on a linear mean-regression model, we find that VIX index predicts excess returns both at short and long horizons.

EO0756: Local linear quantile regression for functional data

Presenter:  Ali Laksaci, University of sidi bel abbes, Algeria

A new nonparametric estimator is introduced for the quantile regression function when the explanatory variable is functional and when observations
are i.i.d. or dependent. The proposed estimate is based on a local linear approach. Asymptotic properties of the estimate, in terms of almost-
complete convergence and asymptotic normality are stated. Moreover, the usefulness of the approach is illustrated through application to some
financial data.

EO1179: Confidence bands for a recurrent quantile as a function of the covariates in recurrent event models

Presenter: Akim Adekpedjou, Missouri University of Science and Technology, United States

The main driver is the need to construct confidence bands for quantile as a function of covariates with recurrent event models. Consider the quantile
of the time between occurrences of a unit subject to a recurring event and let X be the possibly time varying covariates associated with the unit. Of
interest is the construction of various confidence bands wherein the covariates X and interventions performed after a recurrence are incorporated
via a general Cox-type model for recurrent events. We propose three type of bands: (i) the first based on the original asymptotic properties of
the properly standardized quantile which are intractable; (ii) the second based on the Khmaladze transformation of the distribution in (i) leading
parameter free distribution and lastly (iii) the bootstrap based bands. We present various asymptotic properties of the properly standardized
quantile. Small sample properties of the results are examined via a simulation study and illustration of the methods with a real recurrent event data
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is presented.

EO441 Room 306 A COMPUTATIONAL METHODS IN THE DESIGN OF EXPERIMENTS Chair: Radoslav Harman

EO0681: A first-order algorithm for the A-optimal experimental design problem: A mathematical programming approach

Presenter:  Selin Ahipasaoglu, Singapore Univ. of Tech. and design, Singapore

A first-order algorithm is developed and analysed for the A-optimal experimental design problem. The problem is first presented as a special
case of a parametric family of optimal design problems for which duality results and optimality conditions are given. Then, two versions of a
first-order (Frank-Wolfe type-) algorithm are presented, accompanied by a detailed time-complexity analysis and computational results on various
sized problems.

EO00490: Computation of optimal experimental designs in R

Presenter: Lenka Filova, Comenius University in Bratislava, Slovakia

Co-authors: Radoslav Harman

Many algorithms have been proposed for the computation of efficient designs of experiments. However, the available R packages for implementing
these algorithms are limited. We introduce an R package OptimalDesign which provides a toolbox for the computation of D- , A- and I'V-efficient
exact and approximate designs of experiments on finite domains, for regression models with real-valued, uncorrelated observations. The package
incorporates several algorithms based on significantly different principles, including search heuristics, state-of-the-art mathematical programming
methods, and a combination of convex optimization methods. The algorithms are illustrated on selected computation problems in the optimal
design of mixture experiments.

EO1075: Some relations between optimum on-the-average designs and maximin designs

Presenter: Hans Nyquist, Stockholm University, Sweden

Construction of optimal experimental designs often requires knowledge of unknown parameter values. Two proposed approaches out of this
dilemma are using optimum on-the-average designs, which use a weighted average of criterion functions, and maximin designs, which find the best
guaranteed design as the parameters vary in a specified subset of the parameter space. Some relations between these two approaches are discussed
and utilized to construct an algorithm for constructing maximin designs. Specifically, examples of maximin efficient designs are discussed.

EO0630: Computational construction of Minimax designs in binary response and heteroscedastic simple linear regression models
Presenter:  Jesus Lopez-Fidalgo, University of Castilla-La Mancha, Spain

Co-authors: Victor Casero-Alonso

Binary response models are used in many real applications. For these models the Fisher Information Matrix (FIM) is proportional to the FIM of
a weighted simple linear regression model. The same is also true when the weight function has a finite integral. Thus, optimal designs for one
binary model are also optimal for the corresponding weighted linear regression model. The main objective is to provide a tool for the construction
of MV-optimal designs, minimizing the maximum of the variances of the estimates, for a general design space. MV-optimality is a potentially
difficult criterion because of its non-diferentiability at equal variance designs. A methodology for obtaining MV-optimal designs where the design
space is a compact interval [a, b] will be given for several standard weight functions. This will allow us to build a user-friendly computer tool based
on Mathematica to compute MV-optimal designs. Users can know the type of the optimal design and the exact support points and design weights.
Some illustrative examples will show a representation of M V-optimal designs in the Euclidean plane taking a and b as the axes. The applet provided
will be explained using two relevant models for a weighted linear regression model and for a binary response model.

EO475 Room 205 RECENT DEVELOPMENTS IN ESTIMATION AND TESTING FOR GRAPHICAL MODELS Chair: Wicher Bergsma

EO0694: Palindromic Ising models

Presenter:  Giovanni Marchetti, University of Florence, Italy

Palindromic Ising models are Ising models with zero main effects. They define a subclass of multivariate Bernoulli distributions called palindromic
because the joint probabilities form a sequence that reads the same forward as backward. This family has a number of interesting properties: for
instance they have a graph structured concentration matrix in graphs with separators of maximum size 2. Maximum likelihood estimation and
practical applications are discussed.

EO1095: Estimation and testing in relational models

Presenter: Tamas Rudas, Eotvos Lorand University, Hungary

Co-authors: Anna Klimova

Relational models generalize log-linear models to arbitrary discrete sample spaces. If an overall effect is not present in any reparameterization
of the model, the Poisson and multinomial MLEs are not equivalent. In the Poisson case, the observed total is not always preserved by the
MLE, and thus the likelihood ratio statistic can become negative and is not bounded asymptotically in probability. A new asymptotic framework is
developed and the Bregman statistic, derived from the corresponding information divergence, is introduced for goodness-of-fit testing. This statistic
is asymptotically equivalent to the Pearson statistic, and they both are asymptotically chi-squared with the degrees of freedom determined by the
model.

EO1114: A strategy for selecting mixed graphs from distributions

Presenter: Kayvan Sadeghi, University of Cambridge, United Kingdom

A PC-type algorithm is developed that provides a strategy to do the following: given a probability distribution P (or an underlying distribution of
data), it selects all graphs of any type to which P is faithful assuming that there exist such graphs. We exclude AMP chain graphs, and, in particular,
specialize the algorithm to DAGs and LWF chain graphs. The algorithm is based on certain necessary and sufficient conditions for faithfulness of
probability distributions to graphs. We provide these conditions and discuss algorithmic approaches to test them.

EC1472: Zoom-in/out joint graphical lasso for different coarseness scales

Presenter: Eugen Pircalabelu, KU Leuven, Belgium

Graphical models are estimated from data obtained at K different coarseness scales. Starting from a predefined scale k* < K the method zooms
in or out over scales on particular edges, thus estimating graphs with similar structures, but different levels of sparsity. The graphs are jointly
estimated at all coarseness scales and evaluate the evolution of the graphs from the coarsest to the finest scale or vice-versa. We select an optimal
coarseness scale to be used for further analyses. The method is motivated by fMRI datasets that do not all contain measurements on the same set
of brain regions. For certain datasets some of the regions have been split in smaller subregions and this gives rise to the framework of mixed scale
measurements where the purpose is to estimate sparse graphical models. We accomplish this by pooling information from all subjects in order to
estimate a common undirected and directed graph at each coarseness scale, accounting for time dependencies and multiple coarseness scales and
by jointly estimating the graphs at all coarseness scales. The applicability of the method goes beyond fMRI data, to other areas where data on
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different scales are observed and where the joint estimation of graphs is desired.

EO031 Room 203 COMPLEX AND NEXT GENERATION FUNCTIONAL DATA ANALYSIS Chair: Wenceslao Gonzalez-Manteiga

EO0795: A functional data approach to heterogeneous aging effects on functional connectivity

Presenter:  Jeng-Min Chiou, Academia Sinica, Taiwan

The normal aging effects on the cerebral cortex are investigated by characterizing changes in functional connectivity using resting-state fMRI data.
We proposed a functional correlation coefficient for measuring functional connectivity, which takes into account dependency between different
brain regions. The distinct patterns of changes in functional connectivity within and among the cerebral lobes clarified the effects of normal
aging on cortical function. The results showed heterogeneous changes in functional connectivity in normal aging and supported the frontal aging
hypothesis proposed in behavioral and structural MRI studies. The functional correlation analysis enables differentiation of changes in function
connectivity and characterizes the heterogeneous aging effects in different cortical regions.

EO00242: Modeling multi-way functional data with weak separability

Presenter: Kehui Chen, University of Pittsburgh, United States

Multi-way functional data refers to an extension where double or multiple indices are involved, such as a sample of brain-imaging data with spatial
and temporal indices. In practice, the number of spatial grids and the number of time grids both could be very large, and a multiplication of these
two dimensions easily goes beyond the capacity of most data analysis tools. To achieve efficient dimension reduction, one usually adopts the
separability assumption that the covariance can be factorized as a product of a spatial covariance and a temporal covariance. We will introduce a
new concept of weak separability, and discuss several open questions in factorization methods using the notion of weak separability.

EO0725: Fréchet integration and adaptive metric selection for covariance objects in functional data

Presenter: Alexander Petersen, University of California Santa Barbara, United States

Co-authors: Hans-Georg Mueller

For multivariate functional data recorded for a sample of subjects on a common domain, one is often interested in the covariance between pairs
of the component functions. We generalize the straightforward approach of integrating the pointwise covariance matrices over the functional time
domain by defining the Fréchet integral, which, in analogy to the Fréchet mean, depends on the metric chosen for the space of covariance matrices.
This generalization is motivated by the class of power transformations on covariance matrices and the associated metrics that are more suitable for
this nonlinear space. Data-adaptive metric selection with respect to a user-specified target criterion, for example fastest decline of the eigenvalues,
is proposed. Asymptotic results of the functional covariance and optimal metric estimators are presented, and their practical utility is illustrated in
a comparison of connectivity between brain voxels for normal subjects and Alzheimer’s patients based on fMRI data.

EO1140: Depth-based nonparametric statistics for complex data

Presenter: Sara Lopez Pintado, Columbia University, United States

Research in many disciplines stands on the analysis of complex data sets of signals and images. For example, in neuroscience large collections
of brain images from different subjects are obtained by either functional magnetic resonance or positron emission tomography to study variations
in different neurophysiological states or modifications during psychiatric disorders. Developing new statistical tools to analyze these rich data
sets is needed. In the applications mentioned above the basic unit of observation can be considered as a general function which is defined in a
subset of either the real line or a higher dimensional space with dimension d, taking values in a univariate or multivariate space with dimension p.
We introduce a notion of depth defined for general functions with arbitrary d and p. Based on this depth, general functions will be ranked from
center-outward and robust nonparametric tests for complex functions will be developed. In particular, we propose several permutation tests for
comparing two groups of images. These statistical tools will be applied to detect whether there are differences in the brain structure or function
between healthy individuals and patients with specific mental disorders. Also, recent developments in the quantitative analysis of imaging data have
been used to construct brain network organization. We will introduce ways of extending the idea of depth to network data, where each observation
in the data sample is a graph.

EO0209 Room S21 ADVANCES IN LATENT VARIABLE MODELS Chair: Giuliano Galimberti

EO0957: Latent variable models for complex networks: Flexible modelling and scalable inference

Presenter: Isabella Gollini, Birkbeck, University of London, United Kingdom

Network data arise in a wide range of applications including social and biological sciences. In many cases different relations and/or a large amount
of nodal information is available. Nodal attributes and links are often in strong relation. For example, nodes having similar features are more likely
to be connected to each other and vice versa. We introduce a new framework of latent variable network models which combine the information
given by heterogenous relational network structures in order to analyse, identify latent traits or groups, visualise network data and predict missing
links and nodes. Network data are typically of large size and all the likelihood functions of the models proposed cannot be evaluated analytically.
To overcome this problem, we adopt a variational approach to estimation which turns out to improve considerably the computational efficiency
without a significant loss of accuracy with respect to other existing methods. The effectiveness of this methodology is demonstrated on the analysis
of a wide variety of networks, from small to large networks. The analysis is carried out with the lvm4net package for R, available on CRAN.

EO0898: Adoption of skew distributions in mixtures of factor models

Presenter:  Geoffrey McLachlan, University of Queensland, Australia

Co-authors: Sharon Lee

The aim is to consider the use of mixtures of normals with latent factors introduced in their component distributions to reduce the number of free
parameters in the component covariance matrices in the modelling of high-dimensional heterogeneous data. Extensions of this model to incorporate
various skew versions of the multivariate normal distribution for the latent component factors are discussed. The proposed models allow one to
relax the assumption of normality for the latent factors in order to accommodate skewness in the observed data. These models provide an approach
to model-based density estimation and clustering of high-dimensional data exhibiting asymmetric characteristics. In the literature there has been
some confusion with these models as to whether the skewness is being incorporated into the distribution of the latent factors or into the error
distribution in the factor-analytic representation of the component distributions. The potential of the proposed models are demonstrated using both
real and simulated datasets.

EO1249: On the use of the contaminated Gaussian distribution in hidden Markov models for longitudinal data

Presenter: Antonio Punzo, University of Catania, Italy

Co-authors: Antonello Maruotti

A joint approach is introduced to time-varying clustering and bad points detection under a longitudinal setting, extending the standard Gaussian
hidden Markov model. We replace the multivariate Gaussian state-dependent distribution with a two-component Gaussian mixture where one
mixture (reference) component represents the data we would expect from the given state (i.e. good points) while the other mixture component
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clusters the atypical data and has a small prior probability, the same component-specific mean and an inflated covariance matrix. This change
makes the model much more robust. We estimate model parameters by using an ad hoc version of the expectation-conditional maximization
(ECM) algorithm, extending the Baum-Welch iterative procedure to deal with contaminated Gaussian distributions. We illustrate the proposal by
analyzing an artificial longitudinal dataset.

EO1322: A sensitivity analysis approach to model fit evaluation in latent variable models

Presenter: Daniel Oberski, Utrecht University, Netherlands

Latent variable models involve restrictions on the data that can be formulated in terms of “misspecifications’: restrictions with a model-based
meaning. Examples include zero cross-loadings in factor analysis and local dependencies in latent class analysis, as well as measurement invariance
or differential item functioning in item response theory. If incorrect, misspecifications can potentially disturb the main purpose of the latent variable
analysis - seriously so in some cases. A measure is discussed to evaluate whether misspecifications seriously affect the analysis at hand. This
measure, the “EPC-interest”, based on the likelihood of the restricted model and therefore does not require possibly computationally intensive
fitting of alternative models. Findings on the EPC-interest are discussed, and its utility is demonstrated in an application to latent class analysis.
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CO395 Room 005 DEPENDENCE MODELLING IN FINANCIAL ECONOMETRICS Chair: Jean-David Fermanian

CO0160: Some tests of the simplified assumption for conditional copulae models

Presenter:  Jean-David Fermanian, Ensae-Crest, France

Co-authors: Alexis Derumigny

Under the so-called “simplified assumption” (SA), conditional copulae do not depend on their conditioning subsets. We propose several nonpara-
metric and parametric tests of this commonly used assumption. The former ones are based on some comparisons between empirical counterparts
under or without (SA), or are based on a particular independence property. The latter ones are obtained though usual distances between nonpara-
metrically and parametrically estimated distributions or densities. The consistency and the power of such tests are evaluated by simulation, through
some adapted bootstrap procedures.

CO0354: Randomization tests of copula symmetry

Presenter: Brendan Beare, University of California, San Diego, United States

Co-authors: Juwon Seo

New nonparametric randomization tests of copula exchangeability and radial symmetry are proposed. The tests are simple to compute, consistently
detect arbitrary forms of asymmetry, and do not require the specification of a tuning parameter. Simulations indicate excellent small sample
properties.

CO0553: Testing hypotheses for the copula of dynamic models

Presenter: Bruno Remillard, HEC Montreal, Canada

The asymptotic behaviour of the empirical copula constructed from residuals of dynamic models is studied, for univariate and multivariate models.
For multivariate models, it is shown that the empirical copula process sometimes behaves like if the parameters were known, a remarkable property.
This is not true for the so-called auto-copula in the univariate case. Applications for goodness-of-fit, detection of structural change and tests of
randomness are discussed.

CO0887: Dynamic vine copula models for multivariate time series data

Presenter:  Elif Acar, University of Manitoba, Canada

Co-authors: Claudia Czado

The representation of temporal patterns is essential to time series analysis. In the case of two or more time series, one needs to account for temporal
patterns not only in each univariate series but also in their joint behaviour. We propose a multivariate model which enables the specification of
time-dependent dynamic patterns in multivariate time series. The model is built by first addressing the serial dependence in each series and then
modelling the interdependencies among their innovations using a time-varying vine copula model. To specify the vine decomposition, we employ a
heuristic model selection tool that accounts for both the magnitude and variation of the empirical Kendall’s tau across different time intervals. The
time variation in the strength of pairwise dependencies is inferred using nonparametric smoothing techniques, and the uncertainty in the resulting
estimates is assessed using a block bootstrap. The methods are used to analyze daily exchange rate data on seven major currencies.

CO1729: Marking to market credit derivatives on simultaneous credit events

Presenter:  Umberto Cherubini, University of Bologna, Italy

Credit derivative contracts on simultaneous default risk of clusters of obligors are proposed in a model that can be easily estimated and validated on
CDS market data. We provide pricing formulas and hedging strategies, allowing for both systemic risk and contagion. When the systemic shock
is independent (pure systemic risk), we derive static hedges for the systemic credit derivatives using a credit index. The model also provides a
contagion index. We apply the model to the most representative banks of 8 European countries, during the European sovereign crisis, and we find
that our model provides a good representation in 4 cases.

CO533 Room 110 FINANCIAL ECONOMETRICS UNDER UNCERTAINTY Chair: Yan Sun

CO0305: Nonparametric estimation for optimal dividend barrier with insurance portfolio

Presenter: Hiroshi Shiraishi, Keio University, Japan

Co-authors: Zudi Lu

How an insurance portfolio is used to provide dividend income for insurance company’s shareholders is an important problem in application of
risk theory, where the premium income as dividends is paid to the shareholders, whenever the surplus attains a level barrier, until the next claim
occurs. Under the aggregate claims process taken as a compound Poisson model, we define optimal dividend barrier as the level of the barrier that
maximizes the expectation of the discounted dividends until ruin. In the literature, the optimal dividend barrier was derived explicitly under some
fixed models concerning claim distribution where parametric estimation is possible. In practice, it may often be hard to provide with the claim
distribution parametric model either only from theoretical point of view or from a finite sample, and thus non-parametric estimation is preferred.
‘We consider the non-parametric estimation of the optimal dividend barrier. This study would contribute in practice to decision-making on dividend
barrier in the case where a new product is launched or optimality of an existing dividend barrier is tested.

CO0399: Traders structure and the process for speculative assets price

Presenter: Haibin Xie, University of International Business and Economics, China

Heterogeneity is of great importance in determining assets price. With the assumption that financial markets are structured with optimistic traders
and pessimistic traders, the aim is to derive analytically from equilibrium theory that process for speculative assets price is fully determined by
traders structure and could be summarized by a difference of two additive gamma processes, termed AG. The AG model not only could reproduce
all these well documented facts in empirical finance but also predicts that assets of high liquidity tend to be less volatile. The AG process implies
that market sentiment is of great importance in asset pricing. Anyway, the AG process is a good alternative candidate for speculative assets price.

CO0564: An information lag component in spread decomposed model

Presenter: Qiang Zhang, Beijing Universtiy of Chemical Technology, China

One order Markov property of trade indicator variables as a key assumption in MRR model contradicts with information lag as an empirical
characteristic in high frequency trading process. In this paper, a nonparametrical test is employed and the Markov property of trade indicator
variables is rejected in most trading days. Based on the spread decomposed structure of MRR model, a moving average structure is adopted to
absorb the information lag as an extension, then a ML estimator with ARCH structure is introduced. Empirical results show that the information
lag parameter is significant and the adverse selection risk parameters estimated by the original and the extended, respectively, have significant
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differences.Further, the analysis suggests that the information lag parameter could measure the average speed at which the information incorporates
into the price.

CO0601: Conditional heteroskedasticity of return range processes

Presenter:  Yan Sun, Utah State University, United States

Co-authors: Guanghua Lian, Zudi Lu, Jennifer Loveland, Isaac Blackhurst

It is well known that price range contains important information about the asset volatility. To utilize this information towards volatility modeling,
we propose to view the [low, high] daily price range as an interval-valued time series and develop an extended GARCH model, called Int-GARCH,
that allows for interval-valued input, for the corresponding return range process. The aim of Int-GARCH model is to enrich the classical GARCH
model that is solely based on closing price, with price fluctuation information in the surrounding time interval. Theoretical properties of the Int-
GARCH model are developed under the framework of random sets, and a metric-based least squares method is presented for estimating model
parameters. From the empirical analysis with stocks and indices data, the Int-GARCH model consistently outperforms GARCH for both in-sample
estimation and out-of-sample prediction.

CO1689: Fuzzy multiplication and its applications in multi-period portfolio selection

Presenter: Xiang Li, Beijing University of Chemical Technology, China

A fuzzy number is a normal and convex fuzzy subset of the real line. Bsed on membership function, we give the expression of the mean value of
the multiplication of two positive fuzzy numbers. Furthermore, we propose the possibilistic simulation technique and prove its effectiveness. A
fuzzy multi-period mean-variance- skewness portfolio selection model is formulated, which is transformed to a single-objective model based on
different risk preferences. Finally, we present some numerical examples to demonstrate the effectiveness of the proposed models.

CO375 Room 112 BAYESIAN COPULA AND TIME SERIES MODELS Chair: Rodney Strachan

CO0308: A new approach to identify noise shocks

Presenter:  Eric Eisenstat, The University of Queensland, Australia

Co-authors: Luca Benati, Joshua Chan, Gary Koop

The idea that news about future productivity can play an important role in business cycle fluctuations infuses much current macroeconomic research.
This paper addresses the question of whether the news is noisy, so that agents cannot quickly disentangle genuine news from a noisy signal. A
logical implication of agents inability to distinguish news and noise shocks on impact is that the immediate response of the economy to the two
shocks will be the same. We provide illustrations of this general property within several macroeconomic models. We then exploit this restriction,
together with the fact that whereas news shocks portend future variation in the variable of interest, noise shocks do not, in order to identify news,
noise and surprise TFP shocks within a structural VARMA framework. Our experiments show that sizeable systems of § to 15 variables are needed
to identify these shocks and we develop Bayesian methods to estimate large, structural VARMAS. In an empirical application, evidence suggests
that TFP noise shocks play a minor role in macroeconomic fluctuations, explaining negligible fractions of the forecast error variance of the main
macroeconomic variables.

CO0357: Large Bayesian VARs: A flexible Kronecker error covariance structure

Presenter:  Joshua Chan, Australian National University, Australia

A class of large Bayesian vector autoregressions (BVARs) is introduced that allows for non-Gaussian, heteroscedastic and serially dependent
innovations. To make estimation computationally tractable, we exploit a certain Kronecker structure of the likelihood implied by this class of
models. We propose a unified approach for estimating these models using Markov chain Monte Carlo (MCMC) methods. In an application that
involves 20 macroeconomic variables, we find that these BVARs with more flexible covariance structures outperform the standard variant with
independent, homoscedastic Gaussian innovations in both in-sample model-fit and out-of-sample forecast performance.

CO0366: Computation of continuous, piecewise linear reaction functions

Presenter: Rodney Strachan, The University of Queensland, Australia

Co-authors: Eric Eisenstat, Fabrizio Carmignani, Rabee Tourky

There are good economic justifications why reaction functions be linear. We extend earlier work that developed methods for efficiently estimating
continuous piecewise linear functions based on a Bayesian approach to clustering. The mean of such a function will not be linear, and so not have
useful economic meaning. Building upon work extending MCMC based on concepts developed in the simulated annealing literature, we obtain an
estimate of the mode with measures of uncertainty based upon Frobenius norm. We apply the Reisz estimator to generate candidate paths for the
CPLM. We use the approach to investigate the most likely form of the relationship between output growth and policy variables based upon fiscal
and monetary interventions. We find that, in normal times, the response of output to fiscal and monetary stimuli are as expected. However, in a low
growth environment, the response of growth to policy actions is very subdued.

CO1331: Time series copulas for heteroskedastic data

Presenter: Ruben Loaiza Maya, University of Melbourne, Australia

Co-authors: Michael Smith, Worapree Ole Maneesoonthorn

New parametric copulas are proposed that capture serial dependence in stationary heteroskedastic time series. We develop our copula for first order
Markov series, and then extend it to higher orders and multivariate series. We derive the copula of a volatility proxy, based on which we propose
new measures of volatility dependence, including co-movement and spillover in multivariate series. Using daily exchange rate returns, we show
that the copula models can both capture their marginal distributions more accurately than univariate and multivariate GARCH models, as well as
produce more accurate value at risk forecasts.

CO1332: Inversion copulas from nonlinear state space models

Presenter:  'Worapree Ole Maneesoonthorn, University of Melbourne, Australia

Co-authors: Michael Smith

While copulas constructed from inverting latent elliptical, or skew-elliptical, distributions are popular, they can be inadequate models of serial
dependence in time series. As an alternative, we propose an approach to construct copulas from the inversion of latent nonlinear state space
models. This allows for new time series copula models that have the same serial dependence structure as a state space model, yet have an arbitrary
marginal distribution—something that is difficult to achieve using other time series models. We examine the time series properties of the copula
models, outline measures of serial dependence, and show how to use likelihood-based methods to estimate the models. To illustrate the breadth of
new copulas that can be constructed using our approach, we consider three example latent state space models: a stochastic volatility model with
an unobserved component, a Markov switching autoregression, and a Gaussian linear unobserved component model. We use all three inversion
copulas to model and forecast quarterly U.S. inflation data. We show how combining the serial dependence structure of the state space models,
with flexible asymmetric and heavy-tailed margins, improves the accuracy of the fit and density forecasts in every case.
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C0O695 Room 003 BAYESIAN METHODS IN MACROECONOMICS AND FINANCE Chair: Nalan Basturk

CO0315: Advances in Bayesian computations with application to stochastic volatility models

Presenter:  Yuliya Shapovalova, Maastricht University, Netherlands

Stochastic volatility models (SVM) belong to the class of state-space models. Volatility in this framework is an independent latent process as
opposed to GARCH-type models. The presence of the latent structure makes the estimation challenging. It has been documented in the literature
that standard techniques such as Quasi-Maximum Likelihood and General Method of Moments do not perform well. Particle filters have been
considered as the most promising solution for quite long time, intuitively clear implementation and good performance of simulated likelihood
makes this procedure appealing. However, it is computationally very demanding. For practitioners speed of estimation might be crucial and
hence, methods that might work faster are of interest. We consider a few other methods in Bayesian framework, namely Approximate Bayesian
Computation (ABC), Variational Bayes, Expectation Propagation algorithm and particle MCMC. We discuss advantages and disadvantages of these
methods in terms of the quality of estimation and computational speed in univariate stochastic volatility models. Further, we discuss possibilities
for multivariate extensions.

C0O0343: A jumping index of jumping stocks

Presenter:  Alessandro Pollastri, Maastricht University, Netherlands

Co-authors: Paulo Rodrigues, Norman J Seeger, Christian Schlag

Continuous-time models for the S&P 100 index and its constituents are examined. First, we find that the stylized facts found in the index literature
do not carry over to single stocks. Second, parameter estimates for the stochastic processes for single stocks imply pronounced heterogeneity in
the cross-section. Third, we find that a jump in the index is not necessarily accompanied by a large number of contemporaneous jumps in its
constituents stocks. Consequently, fourth, index jumps can be classified as induced by either a strongly increasing correlation between the returns
on individual stocks or by macroeconomic events.

CO0347: Fundamental shock selection in DSGE models

Presenter:  Stefano Grassi, University of Kent, United Kingdom

Co-authors: Filippo Ferroni, Stefano Grassi, Miguel Leon Ledesma

DSGE models are typically estimated assuming the existence of certain structural or fundamental shocks that drive macroeconomic fluctuations.
We analyze the consequences of introducing shocks that are non-fundamental for the estimation of DSGE model parameters. We then propose a
method to select the structural shocks driving macroeconomic uncertainty. We show that forcing the existence of non-fundamental structural shocks
produces a downward bias in the estimated internal persistence of the model. We then show how these distortions can be reduced by allowing the
covariance matrix of the structural shocks to be rank deficient using priors for standard deviations whose support includes zero. The method allows
us to accurately select fundamental shocks and estimate model parameters with precision. Finally, we revisit the empirical evidence on an industry
standard medium-scale DSGE model model and find that government, price, and wage markup shocks are non-fundamental.

CO1069: Extensions in time varying parameter shrinkage models

Presenter: Angela Bitto, WU Wien, Austria

An extension will be presented of our previous work, in which we presented an efficient and novel way to induce shrinkage in state space models.
We will show that forecasting results are better than usual shrinkage methods and present various univariate and multivariate applications.

CC1558: Bayesian risk evaluation for long horizons

Presenter: Agnieszka Borowska, Vrije Universiteit Amsterdam, Netherlands

Co-authors: Lennart Hoogerheide, Siem Jan Koopman

An accurate and efficient approach to Bayesian estimation of two financial risk measures, Value-at-Risk and Expected Shortfall, for a given volatility
model, is presented. Precise forecasts of the tail of the distribution of returns are obtained not only for the 10-days-ahead horizon required by the
Basel Committee but even for long horizons, like one-month or one-year ahead. The latter has recently attracted a considerable attention due to a
different character of the short term risk and the long run one. Long horizon forecasts can also be useful, e.g. for option pricing. The key insight
behind the proposed importance sampling based approach is the construction of the importance densities as mixtures of Student’s ¢ distributions
sequentially. By oversampling the extremely negative scenarios and punishing them by lower importance weights, a much higher precision in
characterising the properties of the left tail is achieved. Empirical studies of GARCH(1,1)-r and GAS(1,1)-f models for daily financial data show
substantial accuracy gains for all the considered horizons. To illustrate the flexibility of the proposed construction method, an adjustment to the
frequentist case is provided.

CO349 Room 111 TOPICS IN FINANCIAL ECONOMETRICS Chair: Leopold Soegner

CO00369: Continuous-time regime switching models with jumps and filter-based volatility

Presenter:  Joern Sass, University of Kaiserslautern, Germany

Co-authors: Elisabeth Leoff, Vikram Krishnamurthy, Elisabeth Leoff

In finance, a continuous time regime switching model, where the observation process is a diffusion process whose drift and volatility coefficients
jump governed by a continuous time Markov chain, can explain some of the stylized facts of asset returns. But due to the switching volatility, in
continuous time the underlying Markov chain could be observed and no filtering is needed (in theory). Therefore, if in finance explicit theoretical
results are obtained, they may not provide a good approximation for the discretely observed model in which we have to filter. On the other hand,
a continuous-time hidden Markov model (HMM), where only the drift switches and the volatility is constant, allows for explicit calculations but
has no such good econometric properties. We first discuss estimation, model choice and portfolio optimization in both models. To combine useful
aspects of both models, we then look at a HMM where the volatility depends on the filter for the underlying Markov chain. This volatility model can
be motivated by social learning arguments. We analyze its relation to Markov switching models and, using examples from portfolio optimization,
we illustrate that we can still get quite explicit results and that these provide a good approximation to the discretely observed model. Further, we
extend these results to a jump-diffusion model where also the intensity of the driving Poisson process is switching. This allows for jumps in the
observation.

C0O0904: Exchange rate forecasting and the performance of currency portfolios

Presenter: Ines Fortin, Institute for Advanced Studies, Austria

Co-authors: Jaroslava Hlouskova, Jesus Crespo Cuaresma

The potential gains of using exchange rate forecast models and forecast combination methods in the management of currency portfolios are
examined for three exchange rates, the euro (EUR) versus the US dollar (USD), the British pound (GBP) and the Japanese yen (JPY). We use a
battery of econometric specifications to evaluate whether optimal currency portfolios implied by trading strategies based on exchange rate forecasts
out-perform single-currency and the equally weighted portfolio. We assess the differences in profitability of optimal currency portfolios for different
types of investor preferences, different trading strategies, different composite forecasts and different forecast horizons. Our results indicate that the
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benefits of integrating exchange rate forecasts from state-of-the-art econometric models in currency portfolios are sensitive to the trading strategy
under consideration and vary strongly across prediction horizons.

CO0765: Properties of estimators of the quantization dimension of distributions

Presenter: Klaus Poetzelberger, WU Vienna, Austria

Estimators of the dimension of the support of a probability distribution are presented. These estimators are derived from the concept of quantization
dimension. For the general case consistency results are discussed. Versions of the estimators may be applied for instance to estimate the dimension
of the driving Brownian motion of Ito processes or the dimension of the attractor of a dynamical system. A second application of estimators of
dimension is the analysis of high-dimensional data X where the stochastic properties of X are explained by a vector of factors W in the sense
that for a sufficiently smooth (Lipschitz) mapping f, X = f(W) and s := dim(W) << dim(X) =: d. We focus on regularity conditions that imply
the consistency of the estimators, on numerical experiments to check the performance of the estimators and on the choice of the norm for the
quantization.

CO1263: Pricing Parisian option with adaptive Monte Carlo method

Presenter:  Sercan Gur, Vienna University of Economics and Business, Austria

Co-authors: Klaus Poetzelberger

Parisian option is a type of barrier option, which can only be exercised if the underlying value process not only reaches a barrier level but remains
a certain prescribed time (so-called window period) below (or above) this level. Closed form solutions for the value of these contracts do not exist.
In order to price Parisian options, we use Monte Carlo simulation instead of partial differential equations, inverse Laplace transform or lattices. We
propose a new Monte Carlo method which can be used to price Parisian options not only with constant boundary but with more general boundary.
The advantage of this approach is that it can easily be adapted to compute the price of an option with more complicated path-dependent pay-off.
We use adaptive control variable to improve the efficiency of the Monte Carlo estimator. At last, we provide a numerical example to illustrate our
method and a comparison of previous Monte Carlo methods with our technique.

CC0926: Cross-sectional multivariate ordinal mixed regression models with an application in credit risk

Presenter: Rainer Hirk, Vienna University of Economics and Business, Austria

Co-authors: Laura Vana

Two different approaches are investigated and extended for modelling multivariate categorical data. Both approaches augment cumulative link
mixed models to a multivariate framework where several ordinal response variables are modelled jointly. The first approach uses the correlation
structure of the error terms in order to capture the correlation among the different response variables. Composite maximum likelihood techniques in
combination with a Metropolis-Hastings algorithm for optional random effects are used as estimation procedures. The second approach constitutes
of a model with multivariate random effects and uncorrelated error terms where different estimation procedures using Laplace approximation,
Gauss-Hermite quadrature, and EM algorithms are applied. All these procedures are implemented and compared in a simulation study. In addition,
the models are fitted to real data with an application in credit risk.

C0O399 Room 205 ADVANCES IN BAYESIAN REGRESSION MODELING Chair: Richard Hahn

CO0436: Dependence priors for Bayesian regularized regression

Presenter:  Christopher Hans, The Ohio State University, United States

Many regularization priors for Bayesian regression assume the regression coefficients are a priori independent. In particular this is the case for
Bayesian treatments of the lasso and the elastic net. While independence may be reasonable in some data-analytic settings, having the ability to
incorporate dependence in these prior distributions would allow for greater modeling flexibility. The orthant normal distribution is introduced in a
general form and it is shown how it can be used to structure prior dependence in Bayesian regression models that have connections to penalized
optimization procedures. An L1-regularized version of Zellner’s g prior is introduced as a special case, creating a new link between the literature
on penalized optimization and an important class of regression priors.

CO0442: A bivariate treed linear model for causal inference from observational studies

Presenter: Richard Hahn, University of Chicago, United States

Co-authors: Carlos Carvalho

The aim is to explain how regularized regressions (linear and nonlinear) can yield poor estimators of treatment effects due to a phenomenon we call
“regularization induced confounding”. How to overcome this problem will be explained, starting first with the linear model and then extending the
approach to the case of nonlinear, heterogeneous treatment effects using treed linear models. We show that our approach dramatically outperforms
common alternatives across a range of plausible data generating processes.

CO0447: Variable selection in non-linear regression models: A parsimony-utility approach

Presenter:  Carlos Carvalho, The University of Texas at Austin, United States

Co-authors: Richard Hahn, Robert McCulloch

A procedure is described for principled and pragmatic Bayesian variable selection for nonlinear mean regression models. The method is motivated
from a decision theoretic perspective and uses posterior samples to gauge the adequacy of submodels relative to the unknown true model. It is
shown that computationally efficient surrogate prediction models can be used to prescreen submodels, greatly easing the variable search. The
procedure is various data sets from the applied regression literature.

CO0476: Exact Bayesian variable selection and averaging for block-diagonal designs

Presenter: David Rossell, University of Warwick, United Kingdom

Co-authors: Omiros Papaspiliopoulos

Variable selection is considered when the gram matrix X’X is block-orthogonal, e.g. as in principal component regression, wavelet regression
or certain structures with interaction terms. Conditional on the residual variance ¢ most posterior quantities of interest have closed-form, but
integrating out ¢ to duly account for uncertainty has proven challenging as in principle it requires a sum over 2” models, and led to a number
of adhoc solutions in the literature. We solved this bottleneck with a fast expression to integrate phi exactly (e.g. O(p) operations when X’X
is diagonal), avoiding MCMC or other costly iterative schemes. Coupled with an efficient model search and other tricks the framework delivers
extremely exact computation for large p, as we show in our examples. It is hoped that the computational framework can serve as a basis for efficient
approximations under general X'X.

CO0632: Particle EM for variable selection
Presenter:  Veronika Rockova, University of Chicago, United States

Recent years have seen growing interest in deterministic search approaches to spike-and-slab Bayesian variable selection. Such methods have
focused on the goal of finding a global mode to identify the “best model”. However, the report of a single model will be a misleading reflection of
the model uncertainty inherent in a highly multimodal posterior. Motivated by non-parametric variational Bayes strategies, we move beyond this
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limitation by proposing an ensemble optimization approach to identify a collection of representative posterior modes. Our approach, called the
Particle EM algorithm, performs deterministic posterior exploration using an ensemble of repulsive particles. These particles are geared towards
uncharted areas of the posterior, providing a more comprehensive summary of posterior topography than parallel algorithms. An MCMC variant
of Particle EM is also presented that explores the posterior by sampling from a set of mutually avoiding particles. Our theoretical insights indicate
that the requisite number of particles need not be large in the presence of sparsity.

CO317 Room 002 THEORY OF MAJORIZATION IN STATISTICS, ECONOMICS AND ENGINEERING Chair: Artem Prokhorov

CO0439: Schur properties of convolutions of gamma random variables with applications

Presenter: Fred Roosta, UC Berkeley, United States

Co-authors: Gabor Szekely

Sufficient conditions are discussed for comparing the convolutions of heterogeneous gamma random variables in terms of the usual stochastic order.
Such comparisons are characterized by the Schur convexity properties of the cumulative distribution function of the convolutions. We also present
some examples of the practical applications of our results.

CO0669: Schur-convexity of outage capacity for fading wireless channels

Presenter: Eduard Jorswieck, TU Dresden, Germany

The outage or e-capacity of fading wireless channels describes the data rate which can be reliably transmitted in a slow-fading channel with success
probability of at least 1 — ¢ if the receiver has perfect channel state information (CSI) while the transmitter has imperfect CSI. In fading channels
with multiple degrees of freedom, such as from multiple-antenna or multi-carrier systems, the resulting diversity effect has a different impact on the
outage capacity depending on the operating SNR and rate point. For small SNR and high transmission rates, the outage probability is Schur-concave
with respect to the diversity weights while for high SNR and low transmission rates, the outage probability becomes Schur-convex. This enables
the wireless system design by choosing a proper antenna layout and an optimal number of transmit and receive dimensions. Interestingly, the
framework to show order preserving results for majorization can be extended from Rayleigh fading channels to other relevant fading distributions.
Furthermore, there exists an intriguing relationship between outage capacity in wireless communications and the level-g Value-at-Risk for risk
analysis in economics and finance. Adding antennas or carriers in wireless corresponds to diversification in portfolio allocation.

CO0886: Cybersecurity risk: A majorization approach

Presenter: Maochao Xu, Illinios State U, United States

Co-authors: Maochao Xu

Cybersecurity has become a problem that is threatening the economy, human privacy, and even national security. However, the contributions
to study the cybersecurity risk in the literature are largely descriptive, which is mainly because the cybersecurity risk is very different from the
traditional risks covered by indemnity insurance. The significant property that distinguishes Cybersecurity risk from the conventional risk is that
information and communication technology resources are interconnected in a network, and therefore the analysis of risk and its related potential
losses needs to take into the network topology. We discuss the applications of majorization theory in the cybersecurity risk. Particularly, we study
how the majorization theory could be used to address the heavy-tail cyber risk and cyber epidemicspreading over complex networks. A Monte
Carlo simulation will be presented to support the theoretical results as well.

CO0314: Dispersion inference in small samples

Presenter: Paul Kattuman, University of Cambridge, United Kingdom

Co-authors: Jun Ma

The aim is to present a family of measures of dispersion in the general sense that encompasses inequality, concentration, heterogeneity, diversity
and so on for non-negative small samples. Dispersion in a sample is measured as the probability of majorization (Lorenz dominance) relations
between it and a random sample drawn from a suitable symmetric multi-variate reference distribution chosen to serve as a benchmark. One example
of a reference distribution is the uniform distribution on the standard » less one simplex, according to which all samples of size n are equi-probable.
The probabilities of majorization so defined are the p—values for the hypothesis that the sample of interest and a random sample from the reference
distribution are of equal dispersiveness. Unlike other summary indices of dispersion, these probability measures directly enable inference, and
satisfy properties desirable in any general measure of dispersion. The choice of reference distribution in this approach permits inference on the
heaviness of tails.

CO1031: Majorization theory and optimal bundling strategies for complements and substitutes with heavy-tailed valuations

Presenter: Rustam Ibragimov, Imperial College London, United Kingdom

Co-authors: Artem Prokhorov, Johan Walden

Using majorization theory and extending earlier works in the field, we develop a framework that allows one to model the optimal bundling problem
of a multiproduct monopolist providing interrelated goods with an arbitrary degree of complementarity or substitutability. Characterizations of
optimal bundling strategies are derived for the seller in the case of heavy-tailed valuations and tastes for the products. We show, in particular, that if
goods provided in a Vickrey auction or any other revenue equivalent auction are substitutes and bidders’ tastes for the objects are moderately heavy-
tailed, then the monopolist prefers separate provision of the products. However, if the goods are complements and consumers’ tastes are extremely
thick-tailed, then the seller prefers providing the products on a single auction. We also present results on consumers’ preferences over bundled
auctions for complements and substituties in the case when their valuations exhibit heavy-tailedness. In addition, we obtain characterizations of
optimal bundling strategies for a monopolist who provides complements or substitutes for profit-maximizing prices to buyers with heavy-tailed
tastes.

CO644 Room 106 EMPIRICAL ASSET PRICING AND HIGH-FREQUENCY FINANCIAL ECONOMETRICS Chair: Roberto Reno

CO1106: Empirical evaluation of overspecified asset pricing models

Presenter:  Francisco Penaranda, Queens College CUNY, United States

Co-authors: Enrique Sentana, Elena Manresa

Empirical asset pricing models with potentially too many risk factors are increasingly common. Unfortunately, they can yield misleading statistical
inferences. Unlike other studies focusing on the properties of standard estimators and tests, we explicitly characterize the linear subspace of risk
prices compatible with a given model pricing restrictions. We also propose tests to detect problematic cases such as economically meaningless
SDFs uncorrelated to the chosen test assets. We conduct simulation exercises to assess the finite sample size and power of our tests. We confirm
the empirical relevance of our methods by revisiting a linearized version of the consumption CAPM.
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CO1059: Estimating risk premia using large cross-sections

Presenter:  Valentina Raponi, Imperial College London, United Kingdom

A limiting theory is presented for estimating and testing linear asset-pricing models when a large number of assets, N, is available, together with
a fixed, possibly small, time-series dimension, 7. Since the ordinary least squares (OLS) estimator is biased and inconsistent in this case, we
focus on an alternative estimator, which we show to exhibit many desirable properties. We formally prove its consistency and derive its asymptotic
distribution, showing how its limiting variance can be consistently estimated. We also propose a new test of the no-arbitrage asset pricing restriction,
and establish its asymptotic distribution (assuming that the restriction holds). Finally, we show how our results can be extended to deal with the
more realistic case of unbalanced panels. The practical relevance of our findings is demonstrated using Monte Carlo simulations and an empirical
application to asset-pricing models with traded risk factors. Our analysis suggests that the market, size, and value factors are often priced in the
cross-section of NYSE-AMEX-NASDAQ individual stock returns over short time spans.

CO1282: Systematic flatness

Presenter: Davide Pirino, Universiy of Rome Tor Vergata, Italy

Co-authors: Roberto Reno, Federico Bandi

Asset prices are stale. We define a measure of systematic flatness in the price changes as a functional of the percentage of jointly and individual
small price adjustments for multiple assets. Notions of idiosyncratic flatness are also established. For both systematic and idiosyncratic flatness we
provide a limit theory which makes use of increasingly frequent observations over a fixed span of time. We justify structurally the proposed mea-
sures by employing a market microstructure model with asymmetries in information and various sources of liquidity, including funding liquidity.

CO1310: Systemic cojumps

Presenter: Roberto Reno, University of Verona, Italy

Co-authors: Aleksey Kolokolov, Massimiliano Caporin

The simultaneous occurrence of jumps in several stocks can be associated with major financial news, triggers short-term predictability in stock
returns, is correlated with sudden spikes of the variance risk premium, and determines a persistent increase (decrease) of stock variances and
correlations when they come along with bad (good) news. These systemic events and their implications can be easily overlooked by traditional
univariate jump statistics applied to stock indices. They are instead revealed in a clearly cut way by using a novel test procedure applied to individual
assets, which is particularly effective on high-volume stocks.

CO1344: Jump risk and pricing implications

Presenter: Nancy Zambon, University of Padova, Italy

Co-authors: Massimiliano Caporin, Walter Distaso

A new common risk factor in stock returns related to the fear of future jumps is identified. The factor can be added to standard asset-pricing
models leading to a five-factor model which is directed at capturing the size, value, profitability, momentum and fear in stock returns. The model
outperforms a previous four-factor model.

CO0345 Room 008 REGIME CHANGE MODELING IN ECONOMICS AND FINANCE I Chair: Willi Semmler

CO1691: Mind the output gap: The disconnect of growth and inflation during recessions & convex Phillips curves in the Euro area
Presenter: Marco Gross, European Central Bank, Germany

Co-authors: Willi Semmler

A theoretical model is developed that features a business cycle-dependent relation between output, price inflation and inflation expectations,
augmenting a previous model with a nonlinear Phillips curve that reflects the rationale underlying the capacity constraint theory. The theoretical
model motivates our empirical assessment for the euro area, based on a regime-switching Phillips curve and a regime-switching monetary structural
VAR, employing different filter-based, semi-structural model-based and Bayesian factor model-implied output gaps. The analysis confirms the
presence of a pronounced convex relationship between inflation and the output gap, meaning that the coefficient in the Phillips curve on the output
gap recurringly increases during times of expansion and abates during recessions. The regime switching VAR reveals the business cycle dependence
of macroeconomic responses to monetary policy shocks: Expansionary policy induces less pressure on inflation at times of weak as opposed to
strong growth; thereby rationalizing relatively stronger expansionary policy, including unconventional volume-based policy such as the Expanded
Asset Purchase Programme (EAPP) of the ECB, during times of deep recession.

CO1679: Inflation targeting, credit flows and financial stability in a regime change model

Presenter:  Willi Semmler, New School for Social Research, United States

Co-authors: Marco Gross

Several papers point to the problem that inflation targeting models do not as of yet consider financial market stability that can considerably derail
inflation targeting monetary policy. Credit flows and the instability of credit appear to be at the root of the financial instability problem. It has
been however recently questioned whether a too early and too strong leaning against the wind policy by central banks might have higher cost than
benefits in terms of output and employment loss. We include in an inflation targeting model a financial stabilization goal. We solve the model
with NMPC. We estimate a regime-switching structural VAR for the euro area. Apart from standard macroeconomic variables, such as output gap,
inflation, interest rates we also include loan volume, to study credit cost as well as credit volume effects. We estimate monetary policy shocks
(identifying them via sign restrictions), under different regime assumptions to reveal the state-dependent effects of both interest rate and volume-
based policies. We simulate and study regime dependent VARs and IRs for conventional and unconventional policies as well as policies affecting
supply and demand of loans.

CO1583: CISS in a time-varying environment: How frequent are systemic distress?

Presenter: Eddie Gerba, Bank of Spain and London School of Economics (LSE), Spain

Co-authors: Manfred Kremer

The CISS indicator is a composite indicator of systemic stress in an economy, which is highly time-varying. We incorporate this index in multiple
macro-financial time-varying parameter VAR models of the Euro area to evaluate its performance and measure its predictability of systemic events.
Only during times of financial distress, the indicator increases. Moreover during systemic events such as the post-2007 crises both the indicator as
well as the uncertainty regarding the future path of key macro-financial variables increases in our model. This increase in the indicator precedes
the increase in volatility of other variables in the model by 1-2 quarters, making it a good forecaster of crises events. Furthermore, systemic shocks
(or shocks to the CISS indicator) have a stronger impact on the rest of the economy than any of the other shocks examined. Lastly we compare our
model to a Markov-switching framework (ceteris paribus) and find that while the number of regime switches are fewer, increases in the mean and
volatility of coefficients associated with each crisis event is higher in our current model.
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CO1453: Real-time vs ex-post monetary policy evaluation under opportunistic policy

Presenter:  Jesus Vazquez, The University of the Basque Country, Spain

Co-authors: Steven P Cassou

Striking differences in impulse response results are shown when using revised and real time data under opportunistic threshold structures. Notably,
the impulse responses using revised data show almost no threshold behavior differences between the two sides of an opportunistic threshold
structure while real time data show significant differences between the two sides. This result is important to recognize since policy makers do not
have expost revised data during their decision deliberations. As a result, economists using revised data may misread policy making behavior that
can only be revealed using real time data.

CO1416: The effects of labour market reforms upon unemployment and income inequalities: an Agent Based Model

Presenter: Maria Enrica Virgillito, Scuola Superiore Sant

Anna, Ttaly ) ) . .

Co-authors: Giovanni Dosi, Andrea Roventini, Marcelo Pereira

The aim is to analyse the effects of labour market structural reforms by meansof an agent-based model. Building on a previous work we intro-
duce a policy regimechange characterized by a set of structural reforms on the labour market, keeping constant the structure of the capital- and
consumption-good markets. Confirming a recent IMF report, the model shows how labour market structural reforms reducing workers bargaining
power and compressing wages tend to increase (i) unemployment, (ii) functional income inequality, and (iii) personal income inequality. We further
undertake a global sensitivity analysis on key variables and parameters which confirms the robustness of our findings.

CO277 Room 107 SEASONALITY Chair: Gian Luigi Mazzi

CO0827: Forecasting evaluation in JDemetra+

Presenter: David de Antonio Liedo, National Bank of Belgium, Belgium

The new forecasting evaluation framework of the software JDemetra+ (JD+) is described, and its usefulness is proved for decision making and
diagnosis. Our algorithms are inspired by recent ideas to apply small sample asymptotics to correct the well-known size distortions of popular test,
e.g. Diebold-Mariano. Our example is motivated by the ESS Guidelines on Seasonal Adjustment, which suggest updating models, filters, outliers
and regression parameters (henceforth, the specification) at regular time intervals. Thus, users need to fix on their own the precise updating policies
because currently there are not data-driven rules in JDemetra+ to decide how to do it or how frequently. We propose calculating out-of-sample
forecasts over the last two years using recursive parameter estimation. If those forecasts improve those that would have resulted using the new
specification automatically proposed by JD+ we would suggest discarding the update. Using thousands of series for the US and the EU, we will
provide an experimental overview of the number of times our decision rule would advise us to update the specification over the last five years, and
what the gains would be. They will be given by the decrease in the root mean squared forecast error (RMSE). We will consider both the errors at
forecasting unadjusted data and revision errors over a given time interval. The last concept requires approximating the true adjusted data for the
whole sample averaging all accepted methods.

CO0916: A class of periodic trend models for economic time series

Presenter:  Gian Luigi Mazzi, Eurostat, Luxembourg

Co-authors: Tommaso Proietti, Martyna Marczak

Trend and seasonality are the most prominent features of economic time series that are observed at the sub-annual frequency. Modelling these
components serves a variety of analytical purposes, including seasonal adjustment and forecasting. We introduce unobserved components models
for which both the trend and seasonal components arise from systematically sampling a multivariate transition equation, according to which each
season evolves as a random walk with a drift. By modelling the disturbance covariance matrix we can encompass traditional models for seasonal
time series, like the basic structural model, and can formulate more elaborate ones, dealing with time domain season specific features, such as
seasonal heterogeneity and correlation, along with frequency domain features, related to the different role played like by the non-stationary cycles
defined at the fundamental and the harmonic frequencies, in determining the shape of the seasonal pattern.

CO0764: Model-based seasonal adjustment in case of seasonal heteroskedasticity

Presenter:  Jean Palate, National Bank of Belgium, Belgium

In many time series, the seasonal pattern presents specific characteristics following the period of the year. Typical examples are the higher variability
of activity in winter or rapid changes in the production behaviour during summer. In the context of seasonal adjustment, a simple solution to deal
with such seasonal heteroskedasticity consists in using the non-parametric X-11 method with specific filters for the different periods. However,
decompositions based on periodic models offer a more powerful approach. Several model-based solutions are reviewed, with different strategies
for identifying automatically parsimonious models. The methods were applied on large data sets and the outcomes of that large-scale study are
discussed. Finally, some characteristics of the model-based approach are stressed through specific cases. All the estimations were done by means
of JDemetra+, which is a free open source software.

CO0968: A X11-based seasonal adjustment method for series with multiple periodicities

Presenter: Dominique Ladiray, INSEE, France

The increasing availability of more and higher frequency data has opened new challenging ways of producing official statistics. More specifically,
the question has arisen how established statistical techniques, such as seasonal adjustment, can be applied to large datasets of high frequency data
and data with high periodicity (infra-monthly and infra-weekly periodicities). Even if the X-13ARIMA-SEATS method focuses on monthly and
quarterly series, we show how the X11-algorithm can be generalized to multiple seasonalities. We also provide alternatives to the Reg-ARIMA
feature used by X-13ARIMA-SEATS to automatically detect outliers and calendar effects and to forecast the series. Several examples are presented
to illustrate the methodology using daily demography series (businesses and persons) and electricity demand.

CO0385: Seasonal and calendar adjustment of daily time series

Presenter: Daniel Ollech, Deutsche Bundesbank, Germany

The methods for seasonal adjustment of official data explicitly supported by Eurostat are X-11 and SEATS. Both methods do not allow for
adjustment of data with a higher than monthly frequency, even though an increasing number of time series is available with a weekly or daily
periodicity. Possible examples range from data on air pollution, web-search keywords, and traffic jam data to economic variables such as exchange
rates, online prices, and the amount of Euro banknotes in circulation. The aim is the development of a procedure that makes it possible to estimate
and adjust for regularly and periodically reoccurring systematic effects and the influence of moving holidays and trading days in time series with
daily observations. To this end, an STL based seasonal adjustment routine is combined with a regression model with ARIMA errors for the
estimation of calendar and outlier effects. The latter will also be used for forecasting of the original time series, so as to be able to compute
forecasted seasonal factors. The proposed procedure successively estimates and adjusts intra-weekly, intra-monthly and intra-annual periodic
movements. The prediction of the original series is based on the regARIMA model which uses trigonometric functions to incorporate monthly
and annual seasonality. In addition, the intra-weekly seasonal factors are extrapolated using exponential smoothing. The procedure is evaluated
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empirically using the currency in circulation in Germany.

CG390 Room 108 CONTRIBUTIONS IN RISK ANALYSIS AND BANKING Chair: Rochelle Edge

CC1600: Term structure of variance risk premium and returns’ predictability

Presenter: Giacomo Bormetti, University of Bologna, Italy

Co-authors: Fulvio Corsi, Adam Aleksander Majewski

An analytic relation between equity risk premium and the term structure of variance risk premium (VRP) is derived. Motivated by this result, we
estimate the VRP term structure using a general and fully analytical discrete-time option pricing framework featuring multiple volatility components
and multiple risk premia. We confirm the importance of VRP in improving option pricing performances and show the ability of multi-component
GARCH models to produce realistic hump-shaped VRP term structure. We finally uncover the strong predictive power of the shape of the VRP
term structure, summarized by its slope, on future stock-index returns.

CC1667: Changes to banking behaviour in response to regulatory stress testing

Presenter: Simon Caton, National College of Ireland, Ireland

Co-authors: Prasad Prakash Pore, Oisin Creaner

The Global Financial Crisis of 2007-2011 resulted in the regulatory implementation of a standardized framework for determine the ability of
banking sector to withstand a further crisis. This standardized framework, Third Basel Accord (Basel III), mainly concerns stress testing, capital
adequacy requirement and market liquidity risk. With the help of different financial indicators like capital, risk profile, etc., regulatory stress
testing assesses the ability of financial institutions to withstand further financial and economic crises. Changes in these indicators elucidate certain
banking behavior in anticipation of, and in response to, regulatory stress testing. Using data from the 2014 stress tests results and 2013 transparency
exercise conducted by EBA, we analyze 63 EU banks across 21 jurisdictions to unravel how the advent of institutional stress testing has resulted in
a behavioral change within the European banking sector. Our results indicate that banks are instrumenting behavioral changes in response to Basel
III. Whilst this is a positive result, it does, however, mean that more scrutiny may be required in future stress tests.

CC1578: Channels of sovereign risk spillovers and investment in the manufacturing sector

Presenter: Sebastian H M Deininger, University of Basel, Switzerland

Co-authors: Dietmar Maringer

The aim is to identify endogenous as well as exogenous indicators of firms’ investment activity, and examine, in particular, the effect that these
variables have in co-determining firms’ long-term investment decisions. For this purpose, a panel vector autoregressive model extended by exoge-
nous variables (PVARX) is applied. Two channels of spillovers from sovereign risk to the firms capital expenditures are defined. The first channel,
the direct channel, describes responses in capital expenditures from an innovation in sovereign risk. The second channel, the indirect channel, is a
transmission mechanism in which risk spillovers from changes in sovereign risk indirectly affect a firm’s capital expenditures via its market risk and
profitability. While the direct risk channel is observed to be of major importance in Emerging and Developing Economies, it is comparatively small
in Advanced Economies. In the case of the latter, contagion from changes in sovereign risk on a firm’s market risk plays a much more important
role.

CC1483: The effects of bank capital requirements on bank lending: What can we learn from the post-crisis regulatory reforms
Presenter: Rochelle Edge, Federal Reserve Board, United States

Co-authors: Jose Berrospide

Events associated with the implementation of a number of U.S. post-crisis capital reforms are used to consider the impact of bank capital require-
ments on bank lending. We conduct our analysis separately for small bank holding companies (BHCs) and for large BHCs. In both cases we use
the arrival of new information on capital requirements, which affected different BHCs by differential magnitudes, to estimate these impacts. The
new information on capital requirements that we use varies between our small and large BHC analysis and our empirical strategies also differ. For
small BHCs we rely on new information contained in the announcement of the U.S. banking agencies proposed Basel III capital rules of June 2012
and final Basel III capital rules of July 2013 and, in particular, on changes in measured regulatory capital ratios implied by differences in how these
rules set various assets risk weights and defined qualifying regulatory tier 1 capital. For large BHCs we rely on new information contained in the
first public release of the CCAR stress-test results in March 2012. We find negative but relatively small effects of increases in regulatory capital
requirements on lending for small U.S. BHCs but larger effects for large BHCs for which, due to our use of a BHC-firm matched sample, we are
able to control better for loan demand influences.

CC1541: Towards a new taxonomy of systemic risk measures

Presenter: Hanane Dakhli, Champagne School of Management PRISM Sorbonne, France

Systemic risk is one of the most studied subjects in financial literature. Since the financial crisis of 2007, a large variety of new measures has
appeared constantly in scientific journals as well as in practitioners publications. The most complete and significant studies of systemic risk
measures, so far, have been written by some authors. A review of the most recent literature led us to collect several measures that we classify into
four families. We first present the present the systemic risk measures without any classification. Secondly, we analyze the systemic risk measures
according different taxonomies and select measures with the same characteristics. Thirdly, we test empirically the different new taxonomies.

CG412 Room S21 CONTRIBUTIONS IN VOLATILITY MODELS AND THEIR APPLICATIONS Chair: Christian Conrad

CCl1414: Estimating volatility spillovers: A large t-Vector AutoRegressive approach

Presenter: Luca Barbaglia, KU Leuven, Faculty of Economics and Business, Belgium

Co-authors: Christophe Croux, Ines Wilms

Commodity markets have recently experienced large price fluctuations. Volatileness and fat-tailedness have become typical features of commodity
prices. We develop a general framework for the analysis of volatility spillovers accounting for fat-tailed error distribution. We propose a penalized
estimator for the Vector AutoRegressive model with Student 7-distributed errors that incorporates the estimation of the degrees of freedom of the
t-distribution. Moreover, we provide a network analysis tool based on forecast error variance decompositions accounting for ¢-distributed errors to
show the volatility spillovers between a large number of commodities. We study the dynamics of volatility spillovers between energy, biofuel and
agricultural commodities. Our results highlight that the overall level of volatility spillovers increases in periods of low energy prices. Moreover, we
find evidence of bidirectional volatility spillovers between energy and agriculture, which cannot be completely explained by presence of biofuels.

CC1681: Modeling VIX Index dynamics with Bayesian methods and intraday data

Presenter: Milan Ficura, University of Economics in Prague, Czech Republic

Co-authors: Jiri Witzany

A methodology for the Bayesian modelling of the VIX Index dynamics is presented. The proposed model captures most of the empirically observed
properties of the VIX Index time series, including stochastic volatility (of the volatility), self-exciting jumps, asymmetry of the returns, as well
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as the long-memory mean-reversion of the VIX index towards its long-term levels. In order to facilitate inference on the model, high-frequency
power-variation estimators of the VIX volatility and the S& P500 volatility are used as additional sources of information. MCMC algorithm is
proposed for the estimation of the model parameters and the latent state variables in the in-sample period, while a particle filter is used to provide
out-of-sample forecasts. The ability of the model to capture VIX Index dynamics and approximate its empirical probability distribution under
different market conditions is assessed on the historical VIX index time series with generally positive results.

CC1004: Fitting a Heston’s stochastic volatility model to the option quotes on the Warsaw stock exchange

Presenter: Katarzyna Brzozowska-Rup, Kielce University of Technology, Poland

Estimating volatility from the underlying asset price history for discrete observations plays a key role in modelling and exploring financial data.
Sequential Monte Carlo methods demonstrate considerable benefits for option pricing. Although the problem is hardly new, Monte Carlo methods
have been extensively used in option pricing and it is worth it to review and expand them. The main focus is on Hestons models of stochastic
volatility which uses data on an underlying market index and the prices of options written on that index. The most important property in this model
is the assumption that the asset price and the volatility process are correlated. Further modifications of the model are still possible. The proposed
generalisation consists in considering variables in the current and past time in the equation expressing the evolution of the asset price process.
This process is not Markovian but more natural from the practical point of view. The pricing methodology is based on the maximum likelihood
estimation combined with the particle filter. To facilitate the discussion simulated and real data from the Warsaw Stock Exchange are employed.

CC1542: Asymmetric volatility connectedness on forex markets

Presenter: Lukas Vacha, UTIA AV CR, v.v.i., Czech Republic

Co-authors: Jozef Barunik, Evzen Kocenda

How bad and good volatility propagate through forex markets is shown, i.e. we provide evidence for asymmetric volatility connectedness on forex
markets. Using high-frequency, intra-day data of the most actively traded currencies over 2007-2015 we document the dominating asymmetries
in spillovers that are due to bad rather than good volatility. We also show that negative spillovers are chiefly tied to the dragging sovereign debt
crisis in Europe while positive spillovers are correlated with the subprime crisis, different monetary policies among key world central banks, and
developments on commodities markets. It seems that a combination of monetary and real-economy events is behind the net positive asymmetries
in volatility spillovers, while fiscal factors are linked with net negative spillovers.

EI677 Room Graduation hal RECENT ADVANCES IN ROBUST STATISTICS Chair: Juan Romo

EI1320: Robust and sparse estimation in multivariate statistics

Presenter:  Christophe Croux, Leuven, Belgium

Sparse and robust estimation methods for multivariate statistics are presented. The lasso is the most popular sparse estimator for linear regression.
However, it is not robust, and its breakdown point can be shown to be zero. One of the first robust alternatives for the lasso is the Sparse Least
Trimmed Squares estimator. The advantage of the latter estimator is that it can be computed without the need for an initial robust sparse estimator.
Moreover, it is operational and available as an R-package. We go beyond the regression model: (i) We show how a robust and sparse version
of the Minimum Covariance Determinant covariance matrix estimator can be attained (i) We give an approaches to robust and sparse principal
component analysis (iii) We present a robust and sparse version of Canonical Correlation Analysis. We elaborate on the robust and sparse canonical
correlation method, and show its good performance on several real data examples.

EI1701: Wild adaptive trimming for robust estimation and cluster analysis

Presenter: Marco Riani, University of Parma, Italy

Co-authors: Andrea Cerioli, Alessio Farcomeni

Trimming principles play an important role in robust statistics. However, their use for clustering typically requires some preliminary information
about the contamination rate and the number of groups. We suggest a fresh approach to trimming that does not rely on this knowledge and that
proves to be particularly suited for solving problems in robust cluster analysis. Our approach replaces the original K-population (robust) estimation
problem with K distinct one-population steps, which take advantage of the good breakdown and separation properties of trimmed estimators when
the trimming level exceeds the usual bound of 0.5. In this setting we prove that exact affine equivariance is lost on one hand, but on the other hand
an arbitrarily high breakdown point can be achieved by “anchoring” the robust estimator. We also support the use of adaptive trimming schemes,
in order to infer the population sizes and the contamination rate from the data. A further bonus of our methodology is its ability to provide a
reliable choice of the usually unknown number of groups. We provide empirical evidence that our method performs well under different settings,
both when the contaminant observations are well separated from the genuine populations and when there is overlap between outliers and “good”
clustered data.

EO1197: A feasible algorithm for robust fuzzy clustering throughout trimming and constraints

Presenter: Luis Angel Garcia-Escudero, Universidad de Valladolid, Spain

Co-authors: Francesco Dotto, Alessio Farcomeni, Agustin Mayo-Iscar

A feasible algorithm for robust fuzzy clustering throughout trimming and constraints is presented. The fuzzy clustering approach adopted is aimed
at achieving robustness by discarding a fixed proportion of “most-outlying” observations which are determined by the data-set itself. Constraints are
useful to get mathematically well-defined problems and to avoid the detection of non-interesting “spurious” clusters. The proposed algorithm can
be applied in very different statistical frameworks whenever these problems can be stated in terms of probability likelihoods. The algorithm follows
from modifications of typical algorithms for fuzzy clustering but allowing for trimming and by enforcing constraints in the scatter parameters in
the updating steps. The proposed algorithm is illustrated in two particular cases: heterogeneous clustering under multivariate normal assumptions
and regression clustering. A brief discussion about tuning parameters is also given.

EO535 Room 306 A DEPENDENCE-BASED CLUSTERING METHODS Chair: Fabrizio Durante

EC0229: A procedure for clustering time series

Presenter:  Andres M Alonso, Universidad Carlos III de Madrid, Spain

Co-authors: Daniel Pena

A new way to find clusters in large vectors of time series is presented. The procedure has two steps. Firstly, the series are split by their dependency,
which is measured by the determinant of their correlation matrix including lags. Secondly, inside each groups the series are split by putting together
series with a similar autocorrelation structure. The procedure is automatic and can be applied to large data sets. Several real and simulated examples
are presented to illustrate the procedure.
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EO1113: Cross-dynamical analysis of the tail dependence structures of classic and fuzzy clusters of stocks

Presenter: Giovanni De Luca, University of Naples Parthenope, Italy

Co-authors: Paola Zuccolotto

A dynamic clustering of financial returns time-series is performed based on the estimated bivariate lower tail dependence coefficients. The resulting
groups are composed of assets characterized by high association between extremely low values. The tail dependence coefficients are estimated
using the Joe-Clayton copula function. Then, the dynamics of the tail dependence structure of each group (measured e.g. by the average tail
dependence) is analyzed in order to identify the group(s) able to anticipate the dynamics of the tail dependence structure of the remaining groups.
The analysis is carried out considering both a deterministic and a fuzzy cluster analysis.

EO0862: Copula-based fuzzy clustering of spatial time series

Presenter: Marta Disegna, Faculty of Management, Bournemouth University, United Kingdom

Co-authors: Fabrizio Durante, Pierpaolo Durso

Model-based clustering methods allow to group different time series according to their similarity, usually detected by comparing either the estimated
parameters or the residuals resulting from the fitted model performed on each time series. Recently, various methods, such as the Spearmans
correlation and the copula-based dissimilarity measure, have been developed to study the association among residuals. A novel method is discussed
to cluster time series data collected on different spatial locations by using the concordance (comovements) between residuals, as interpreted by the
copula. In particular, the Fuzzy Partitioning Around Medoids algorithm with a suitable copula-based dissimilarity measure that include a spatial
term is applied to classify time series. This clustering algorithm allows to capture both the rank-invariant dependence among time series and the
uncertainty associated to the assignment of the units to each cluster taking into account possible additional features coming from the data spatial
location. This method has been theoretically presented together with the illustration of the empirical case study related to the identification of
touristic agglomerations of cities and towns belonging to the same macro destination and characterised by similar touristic flows over time.

EO0614: Empirical convergence rates of dependence-based clustering methods illustrated with financial time series

Presenter: Gautier Marti, Hellebore Capital Ltd / Ecole Polytechnique, United Kingdom

Co-authors: Frank Nielsen, Philippe Donnat

For clustering methods to be useful in online risk and trading systems, they have to be both robust to noise (which is partly achieved by leveraging
copulas) and fast converging. Fast convergence of the clustering structures (flat or hierarchical) to the true underlying clusters is required to mitigate
the non-stationarity effects of financial multivariate time series. If the methods require long time series to converge, then the underlying economic
regime and its associated clustering structure may have changed several times in the meantime. In such case, the clusters dynamics are smoothed
out and less useful for online risk and trading systems. At the heart of clustering algorithms is the fundamental notion of distance that can be defined
based upon a proper representation of data. Copula-based dependence coefficients allow a better modelling of (non-linear) financial time series
dependence than simplistic correlation measures such as the Pearson or Spearman ones. However, we may also consider what impact those novel
correlation coefficients have on the convergence rate of the whole clustering methodology: does it speed it up or slow it down? We benchmark the
empirical convergence rates of several state-of-the-art dependence-based clustering methods. Baseline results are obtained using a straightforward
approach: Pearson’s p, Kendall’s T, Spearman’s pg correlation coefficients.

EO0842: The impact of the dependence structure in credit-risk management

Presenter:  Silvia Romagnoli, University of Bologna, Italy

Co-authors: Enrico Bernardi, Matteo Doti

An innovative model is proposed to value the credit risk of a portfolio. This new approach is based on the hierarchical hybrid copula-based model
(HYC for short). The HYC model, involving a clusterization of the portfolio in several risks classes, is classified as hybrid because the computation
of the loss cdf depends on the class cardinality: for large groups one is justified to apply a limiting approach, while for small ones one applies a
more involved procedure preserving the granularity of the group itself. In order to appreciate the impact of the dependence structure and then of
the systemic and contagious risks in credit-risk evaluation, a VaR analysis based on the HYC loss function (HYC-VaR for short) is compared to the
Credit Metrics approach (CM-VaR for short), that is our benchmark. This comparison allows us to appreciate over/under-valuation of the capital
detained from the financial institution due to the modelization used for the evaluation of risk and induced by the formalization of the dependence
structure in its various connotations. Moreover the impact of an enlargement of the dependence structure is discussed with respect to systemic and
contagious effects implied by a wider dependence structure in the context of a geographical area sub-portfolios analysis, now relevant to determine
risk contributions of sub-groups and a portfolio optimization with constraints on a sub-portfolios risk.

EO177 Room 204 EXTREMES AND THEIR REAL-LIFE APPLICATIONS Chair: Gilles Stupfler

EO0283: Frontier estimation based on extreme risk measures

Presenter: Jonathan El Methni, Universite Paris Descartes, France

Co-authors: Laurent Gardes, Stephane Girard

Value-at-risk, Conditional Tail Expectation, Conditional Tail Variance and Conditional Tail Moment are classical risk measures. In statistical terms,
the Value-at-risk is the upper a-quantile of the loss distribution where o € (0, 1) is the confidence level. Here, we focus on the properties of these
risk measures for extreme losses (where o |, 0 is no longer fixed). To assign probabilities to extreme losses we assume that the distribution satisfies
a von-Mises condition which allows us to work in the general setting, whether the extreme-value index is positive, negative or zero i.e. for all
domains of attraction. We also consider these risk measures in the presence of a covariate. The main goal is to propose estimators of the above
risk measures for all domains of attraction, for extreme losses, and to include a covariate in the estimation. The estimation method thus combines
nonparametric kernel methods with extreme-value statistics. The asymptotic distribution of our estimators is established and their finite sample
behavior is illustrated on simulated data and also on a motivating application in the reliability of nuclear reactors.

EO0464: Peaks-over-thresholds modelling with multivariate generalized Pareto distributions

Presenter: Anna Kiriliouk, Universite Catholique de Louvain, Belgium

Co-authors: Holger Rootzen, Johan Segers, Jenny Wadsworth

Statistical modelling using multivariate generalized Pareto distributions constitutes the multivariate analogue of peaks-over-thresholds modelling
with the univariate generalized Pareto distribution. We propose a construction tool which allows to generate suitable parametric tail dependence
models for extremes episodes, conditioned on having at least one threshold exceedance. Several concrete examples are proposed, and the densities
necessary for censored likelihood estimation are derived. Finally, we present a new parametric model for data with structured components, and
illustrate it with an application aimed at estimating the probability of a landslide in northern Sweden.

EO0625: Extreme values, from theory to practice

Presenter: Leo Belzile, EPFL, Switzerland

Co-authors: Anthony Davison

Vargas state in Venezuela was hit by abnormally high rainfalls in December 1999. A naive extreme-value model gives a return period of 17 million
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years for the event. Previous statistical analysis have stressed the need for careful modelling of the series to account for non-stationarity and
adequately quantify uncertainty. We revisit the dataset using models inspired by penultimate approximations and reviewing recent proposals in the
literature for extremes of rainfall series.

EO0817: On tail trend estimation and testing with application to extreme rainfall

Presenter: Claudia Neves, University of Reading, United Kingdom

Extreme value theory provides a rigorous and prolific framework for analysing rare events with severe impact. The basic assumption is that the
observations are independent and identically distributed. Although the celebrated extreme value theorem still holds under several forms of weak
dependence, relaxing the stationarity assumption by considering a trend in extremes, for instance, leads to a changeling inference problem about
the frequency of extreme events. Some studies deem that the change in climate is not so much about the mean but rather in the frequency the
extreme phenomena. The average rainfall may not change much, but heavy storms may become more or less frequent, meaning that observations
have different underlying distributions. We present statistical tools for dealing with changes over time and/or space by considering a trend on the
frequency of high exceedances. The methodology is applied to daily rainfall data from several stations across Germany.

EOO0851: Risks to the nuclear industry from environmental extremes: Problems in return-level estimation

Presenter: David Walshaw, Newcastle University, United Kingdom

In assessing the risk posed by environmental variables, a standard requirement of the nuclear industry is that systems should be able to continue
operation in the face of the 1-in-100 year event, and to avoid catastrophic failure in the face of the 1-in-10000 year event. Two real-life applications
are considered. In Application 1 the cooling system of a building is vulnerable to extremes of a bivariate random variable consisting of ambient air
temperature and the component of wind velocity from a particular direction. In Application 2 it is desired to estimate 10000 year return levels at a
particular location, of wind speed only, with as much precision as is reasonably possible. The available data are in the form of hourly wind records
ranging from 10 to 50+ years, together with information on possible covariates, collected from a network of 40 to 50 stations around the location of
interest. The two applications motivate a range of interesting methodological problems in bivariate/multivariate extremes. Application 1 is unusual
in that there is negative dependence in the observed extremes of temperature and wind speed. The critical issue for Application 2 concerns the
nature of the tail dependence in extremes across stations. Is asymptotic dependence an appropriate assumption, or asymptotic independence, or
perhaps a mixture of both, depending on distance between stations? The conclusions are vital for the choice of modelling strategy.

EO129 Room 216 NEW METHODOLOGIES IN SURVIVAL AND RELIABILITY Chair: Mariangela Zenga

EO0284: Comparison of condition-based maintenance strategies under different approaches in degradation-threshold-shock models
Presenter: Nuria Caballe Cervigon, University of Extremadura, Spain

Co-authors: Inma Torres Castro

Condition-based maintenance strategies (CBM) in infinite-time and finite-time horizon are considered. This type of maintenance uses monitoring
techniques for checking the state of the system. The considered systems are subject to two different causes of failure, gradual internal deterioration
and sudden shocks. Internal degradation is modelled by using a time-dependent stochastic process, concretely, a gamma process and sudden shocks
arrive at the system following a non-homogeneous Poisson process (NHPP). When a sudden shock takes places, the system fails. In addition, the
system is regarded to fail when the deterioration level reaches a critical threshold. Under this functioning scheme, a CBM strategy is developed for
controlling the reliability of the system. Traditionally, this strategy is developed under an asymptotic approach. This fact implies that the system
can be replaced by a new one with the same conditions as the initial. However, considering the asymptotic approach is not always realistic. We
compare a CBM strategy by asymptotic and transient approach providing numerical examples in order to illustrate the different approaches.

EOO0551: A discrete non-homogeneous Markov model in survival analysis: Application to breast cancer

Presenter:  Juan Eloy Ruiz-Castro, University of Granada, Spain

Co-authors: Mariangela Zenga

Homogeneous Markov processes are usual in the survival literature to analyse the behavior of an illness that evolves over time. In many cases
the homogeneity is a very strong constraint and non-homogeneity arises in a natural way, since the transition probabilities between two any states
are not constant by time generally. A non-homogeneous Markov model is considered to study the evolution of breast cancer. The model and the
likelihood function are built to estimate the parameters. Some interesting measures, such as survival functions and mean sojourn times are worked
out. The effect of treatments is incorporated as time-depending covariates. Thus, we have a multi-state model with multidimensional covariates.
The results are compared with the empirical and homogeneous cases for several risk groups.

EO0991: A note on the use of Linex loss function in parametric reliability models

Presenter: Inmaculada Barranco-Chamorro, University of Sevilla, Spain

Co-authors: Pedro Luis Luque-Calvo

When using Bayesian techniques in survival analysis and reliability models, a loss function must be specified. The most widely used is squared
error. However, this function has the drawback that is symmetric, and quite often, this assumption is not realistic enough in reliability models. In
these cases, an asymmetric loss function may be more appropriate. In this context, we show that the Linex loss function may be a good choice,
since it penalizes positive and negative errors in a different way, and it is still mathematically manageable. We review a number of results obtained
from the use of Linex loss in failure models, such as Burr type XII and generalized half logistic distributions, along with methods of estimation
based on records. The importance of the shape parameter in the Linex loss function is illustrated through simulations.

EO1090: Regression approaches for competing risks models with time-dependent covariates

Presenter: Manuela Cattelan, University of Padova, Italy

Co-authors: Giuliana Cortese

In the study of access to pediatric intensive care unit for children who underwent hematopoietic stem cell transplantation, the event may not be
observed because of the patients death. In such instances, models for competing risks should be employed and the additional presence of internal
time-dependent covariates should be considered. Indeed, children may undergo a second hematopoietic stem cell transplantation. In competing
risks models there are different approaches to account for time-dependent covariates, an example is landmark analysis. The advantages and
disadvantages of different models and methods for accounting for time-dependent covariates will be pointed out and a novel approach for mean
residual life models in presence of competing risks will be presented. The methodology will be illustrated through an application to access to
intensive care unit of children affected by oncohematologic diseases who underwent hematopoietic stem cell transplantation in the HSCT Unit of
Paduas Pediatric Oncohematology Clinic in the last 15 years.

EO1290: Coxian phase-type survival models with a hidden layer

Presenter: Hannah Mitchell, Queen’s University Belfast, United Kingdom

Co-authors: Adele Marshall, Mariangela Zenga

Modelling patient flow in a healthcare system has been seen as an important aspect in understanding the systems activity and how to carefully
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manage its resources. The distribution of patient length of stay in hospital typically is positively skewed similar to that represented in survival anal-
ysis. The Cox proportional hazards model is are one such model used in survival analysis to investigate whether certain variables are significantly
associated with a patients length of stay in hospital. An alternative to this model is the Coxian phase-type distribution which has the additional
capability of being able to represent patients flow through the hospital where duration of stay is made up of phases in a Markov process. The
Coxian phase-type distribution can also incorporate other variables and represent their effect on patient length of stay. Previous work is extended
by incorporating a hidden layer into the Coxian phase-type distribution using the hidden Markov model. This new model highlights different
pathways of patient flows within the data along with certain characteristics being of potential concern to the healthcare system. Admissions into
geriatric wards within the Lombardy region of Italy will be used as a setting for these models.

EO091 Room305A MODEL SPECIFICATION TESTS Chair: Maria Dolores Jimenez-Gamero

EO0294: Permutation tests in the two-sample problem for functional data

Presenter: Alejandra Cabana, Universitat Autonoma de Barcelona, Spain

Co-authors: Adolfo Quiroz, Ana Maria Estrada, Jairo Ivan Pena Hidalgo

Different permutation schemes are discussed and compared in the context of the two-sample problem for functional data. The notion of functional
data depth has been previously used to adapt ranking methods originally used in multivariate data. Inspired by this, we propose a Wilcoxon type
test based on Fraiman and Munis’ distance, and use a couple of methods inspired by meta-analysis in order to asses the significance of the depth
differences. The other proposal is an adaption to the functional data setting of the k-nearest neighbours statistics of Schilling, also devised for
multivariate data originally. We compare the performance of these tests with a previous test in simulated data as well as in a real data set comparing
the level of air pollutants in different neighbourhoods of Barcelona during the years 2014 and 2015. After analyzing the statistical power and the
computational cost of every method, we think that the best method for the two sample problem for functional data is Schillings method.

EO0372: Testing for the generalized Poisson-inverse Gaussian distribution

Presenter:  Apostolos Batsidis, University of loannina, Greece

Co-authors: Maria Dolores Jimenez-Gamero, Virtudes Alba-Fernandez

The generalized Poisson inverse Gaussian (GPIG) family is a flexible family of distributions, useful for modeling count data with different tail
heaviness. The probability generating function (PGF) of the GPIP family is the unique PGF satisfying certain differential equation. This property
leads us to propose a new goodness-of-fit test for the GPIP family. It is shown that the test is consistent against fixed alternatives. The null
distribution of the test statistic can be consistently approximated by means of a parametric and a weighted bootstrap. The finite sample performance
of the proposed test is investigated by means of a simulation study, where the goodness of the proposed approximations is numerically studied.

EO0407: Testing equality of a large number of densities under mixing conditions

Presenter: Marta Cousido Rocha, SiDOR Research Group, University of Vigo, Spain

Co-authors: Jacobo de Una-Alvarez, Jeff Hart

In certain settings, such as microarray data, the sampling information is formed by a large number of possibly dependent small data sets. In special
applications, for example in order to perform clustering, the researcher aims to verify if all data sets have a common distribution. For this reason
we propose a formal test for the null hypothesis that all data sets come from a single distribution. The asymptotic null distribution of the proposed
test is derived under mixing conditions. A simulation study is conducted, showing that the test respects the nominal level, and that it has a power
which tends to 1 when the number of data sets tends to infinity. An illustration involving microarray data is provided.

EO0460: Characterizations of symmetry via central order statistics and the applications to goodness-of-fit testing

Presenter: Bojana Milosevic, University of Belgrade, Serbia and Montenegro

Co-authors: Marko Obradovic

In recent times, goodness-of-fit tests based on characterizations have become very popular. In case of symmetry testing, this approach is not much
explored. We present some recent characterizations of symmetry around zero that use some properties of the order statistics, as well as some
new classes of symmetry tests based on those characterizations. For measuring the quality of those tests we calculate their asymptotic efficiencies
against some common alternatives and compare them with other symmetry tests. We also suggest some modifications of the proposed tests, so they
could be applied in case of testing symmetry around unknown location. The power comparison for small sample sizes and some applications will
also be presented.

EO0901: A goodness-of-fit test for marginal distribution of linear random fields with long memory

Presenter: Nao Mimoto, University of Akron, United States

Co-authors: Hira koul, Donatas Surgailis

The problem considered is the goodness-of-fit test of fitting a specified distribution function to the marginal distribution of a stationary long-
memory moving average random field observed on increasing v-dimensional cubic domains when its mean and scale parameters are known or
unknown. This set up includes the time series case as v = 1. In the case of unknown mean, if the mean is estimated by the sample mean, the first
order difference between the residual empirical process and null distribution functions is known to be asymptotically degenerate at zero, and hence
can not be used to fit a distribution up to an unknown mean. We show that by choosing suitable class of estimators of the mean, this first order
degeneracy does not occur. Further, using a sample standard deviation as a estimate of scale, a modified Kolmogorov-Smirnov statistic based on
the residual empirical process has Cauchy-type limit distribution, independent of mean and scale parameter, as well as the long-memory parameter
d. Based on this result, a simple goodness-of-fit test for the marginal distribution is constructed, which does not require the estimation of d or any
other underlying nuisance parameters. A simulation study investigating the finite sample behavior of size and power is presented.

EO041 Room Board meeting room I CIRCULAR MODELS AND ITS RELATED TOPICS Chair: Toshihiro Abe

EO0329: Bayesian estimation and hypothesis tests for a circular GLM

Presenter: Kees Mulder, Utrecht University, Netherlands

Co-authors: Irene Klugkist

Circular data are data measured in angles or directions. Although they occur in a wide variety of scientific fields, the number of methods for
their analysis is limited. We develop a GLM-like model for circular data within the Bayesian framework, using the von Mises distribution. The
model allows inclusion of covariates and categorical predictors. In a frequentist setting, this model is plagued by the likelihood surface of its
regression coefficients, which is not log-concave. In a Bayesian context, a weakly informative prior solves this issue, while for other paramaters
noninformative priors are available. In addition, we develop Bayesian hypothesis tests based on the Bayes factor for both equality and inequality
constrained hypotheses. In a simulation study, it can be seen that our method performs well. Finally, we apply this model to a dataset from
experimental psychology, and show that it provides valuable insight for applied researchers. Extensions to dependent observations are within reach
by means of the multivariate von Mises distribution.
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EO0334: Interpretation and evaluation of circular effects in projected normal regression models

Presenter:  Jolien Cremers, Utrecht University, Netherlands

Co-authors: Kees Mulder, Irene Klugkist

Currently, coefficients for projected normal regression models come on two bivariate components. This enables predictions of a circular effect, but
does not allow for the interpretation and evaluation of the size of the effect on the circle. We introduce new types of circular regression coefficients
that do allow us to assess the size of this effect. These coefficients are straightforward to compute from the original bivariate output of an MCMC
sampler. The bivariate coefficients allow us to distinguish between location and accuracy effects on the circle. We propose a measure to assess
whether there is any effect on the circle at all. Subsequently we check whether this effect is most likely an accuracy or a location effect. The
performance of these measures and of the new circular regression coefficients is investigated using a simulation study. The new measures are
illustrated using example datasets for a standard multivariate regression and a mixed effects model. In addition, we use the Bayesian toolbox for
model assessment and evaluation to check whether the assumption of projected normality is met, compare the fit of several models and test order
constrained hypotheses for these example datasets.

EO0519: Hidden Markov models for the analysis of environmental cylindrical data

Presenter: Francesco Lagona, University Roma Tre, Italy

Correlated cylindrical data arise often in environmental research when angles and intensities are repeatedly collected across time or space. The
statistical analysis of these data is complicated by several issues that include the mixed linear-circular support of the data, the skewness and the
multimodality of the marginal distributions, correlations between angles and intensities and cross-correlations along time and across space. The
focus is on cylindrical hidden Markov models as flexible tools that are capable to address these issues in a parsimonious and efficient way. These
models are dynamic mixtures of cylindrical densities whose parameters evolve according to a latent Markov process in time or space. Cylindrical
densities are exploited to approximate the joint distribution of angles and intensities. Mixtures of cylindrical densities provide an additional
extension to allow for multimodal cylindrical data. Assuming that the mixture parameters vary according to the evolution of a latent process across
time or space represents a further extension to capture unobserved temporal or spatial heterogeneity and to allow for temporal or spatial correlation.
These models are illustrated in a study of sea wave dynamics and in a study of segmentation of sea currents.

EO0716: Maximin tests for symmetry of circular data based on the characteristic function

Presenter: Thomas Verdebout, Universite Libre de Bruxelles, Belgium

Co-authors: Simos Meintanis

Inference for circular data is considered based on the empirical characteristic function. More precisely, we provide tests for reflective symmetry on
the circle based on the imaginary part of the empirical characteristic function. We show that the proposed tests enjoy many attractive features. In
particular, we obtain that they are locally and asymptotically maximin in the Le Cam sense under sine-skewed alternatives in the specified mean
direction case. For the unspecified mean direction case, we provide corrected versions of the original tests that keep very nice asymptotic power
properties. Results are illustrated on a well-known dataset and checked via Monte-Carlo simulations.

EO1046: Nonlinear state-space modeling for wind speed and direction

Presenter: Takayuki Shiohama, Tokyo University of Science, Japan

The state space form is a useful framework for estimating unobserved state variables from some given observations. Its applications can be found
in diverse areas of natural sciences and engineering such as ecology, epidemiology, meteorology, economics and finance. The wind speed and
directions have complex time series probability structures involving highly non-Gaussian and nonlinear transition. We consider a simulation-
based inference using the sequential Monte Carlo methods for computing the posterior distributions for the state variables given all available
observations. We propose an alternative approach that allows us to extend the methods of importance sampling distributions incorporating with
the class of circular Markov transition densities. The resulting methods are compared with various resampling schemes with applications real data
analysis.

EO147 Room 206 MULTIVARIATE ANALYSIS AND CHANGE-POINT DETECTION Chair: Daniel Vogel

EO0395: Change-point detection for locally dependent data

Presenter:  Hao Chen, University of California at Davis, United States

Local dependence is common in multivariate and object data sequences. We consider the testing and estimation of change-points in such sequences.
A new way of permutation, circular block permutation with a randomized starting point, is proposed and studied for a scan statistic utilizing graphs
representing the similarity between observations. The proposed permutation approach could correctly address for local dependence and make
it possible the theoretical treatments for the non-parametric graph-based scan statistic for locally dependent data. We derive accurate analytic
approximations to the significance of graph-based scan statistics under the circular block permutation framework, facilitating its application to
locally dependent multivariate or object data sequences.

EO0430: Multivariate changepoint detection with subsets

Presenter: Rebecca Killick, Lancaster University, United Kingdom

Co-authors: Benjamin Pickering, Idris Eckley

Historically much of the research on changepoint analysis has focused on the univariate setting. However, increasingly data found in contemporary
scientific fields are multivariate in nature, with each observation in a sequence containing the values of multiple variables which have been observed
simultaneously. The multivariate changepoints, which may be observed within such time series can be categorized as either fully-multivariate or
subset-multivariate. Fully-multivariate changepoints refer to those changes in structure which occur simultaneously in all variables. Conversely,
subset-multivariate changepoints refer to those which occur in only a subset of the observed variables. Traditionally, multivariate changepoint
detection methods typically assume that all changes within a series are fully-multivariate. Some recent papers have taken into account that all
variables may not change but either do not explicitly output the subsets or do a fully multivariate analysis followed by subset determination. This
is the first attempt to create a dynamic program specifically for detecting changes in subset-multivariate time series. We present both exact and
approximate optimization methods for determining the number, location and affected subsets of changepoints. Simulation studies demonstrate the
performance of the approach on fully multivariate, as well as large, medium and small proportions of affected subsets and we apply the approach
to acoustic sensing data.

EO0556: Change-point detection in series of maxima using probability weighted moments

Presenter: Ivan Kojadinovic, University of Pau, France

Co-authors: Philippe Naveau

The analysis of seasonal or annual block maxima is of interest in fields such as hydrology, climatology or meteorology. In connection with
the celebrated method of block maxima, we study several tests that can be used to assess whether the available series of maxima is identically
distributed. It is assumed that block maxima are independent but not necessarily generalized extreme value distributed. The asymptotic null
distributions of the test statistics are investigated and the practical computation of approximate p-values is addressed. Extensive Monte Carlo
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simulations show the adequate finite-sample behavior of the studied tests for a large number of realistic data generating scenarios. Illustrations on
several environmental datasets conclude the work.

EO0701: Change point detection in panel data

Presenter: Marie Huskova, Charles University, Czech Republic

Recent results are considered on testing and estimating for a change in panel data. Asymptotic properties of the suggested procedures will presented
when the number of the panels is large and the number of the observations in each panel is either large or fixed (small w.r.t. the number of panels).
Results of a simulation study and an application to a real data set will be reported.

EO1205: Self-weighted change-point test and estimator

Presenter:  Stefanie Schwaar, University of Kaiserslautern, Germany

To detect a change in a time-series based on the pseudo-likelihood ratio the weighted CUSUM statistic was derived. This statistic involves a weight
function and the absolute value of a partial sum. The weighted CUSUM tends to infinity unless it is transformed. But the convergence to the
asymptotic distribution is quite slow. That is why modifications became of interest. Proper modifications can be derived by the use of a different
weight function. Besides truncations also different powers of the weight function are analysed. For a class of deterministic functions sufficient
conditions are determined such that the modified weighted CUSUM still has a known asymptotic distribtion. Taking a look at some of those weight
functions by using different powers, we observe that for the test statistic other weight functions are preferable than for the change-point estimator.
The preferable weight function depends on the position of the change, which is unknown. To overcome this problem a data driven change-point
test and its estimator are proposed. We call these self-weighted change-point test and estimator. The asymptotics of the test statistic as well as the
asymptotics of the estimator are presented.

EO013 Room 308 B MODELLING DISCRETE DATA: EXTENSIONS AND DIAGNOSTICS Chair: John Hinde

EO0776: Joint models for repeated counts of predators and prey

Presenter: Rafael de Andrade Moral, NUI Galway, Ireland

Co-authors: Clarice Garcia Borges Demetrio, John Hinde

In ecological field surveys it is often of interest to estimate the abundance of species. However detection is imperfect and hence it is important
to model these data taking into account the ecological processes and sampling methodologies. In this context, N-mixture models and extensions
are particularly useful, as it is possible to estimate population size and detection probabilities under different ecological assumptions. In this
framework, observed animal counts are assumed to be binomial distributed with the denominator being a latent random variable with a count
distribution representing the true abundance in each site, and hence only a part of this abundance, subject to a probability of detection, is observed.
We extend the N-mixture modelling framework to jointly model predator and prey species abundances and obtain the correlation between them in
each surveyed site. We illustrate this approach using data from the North American Breeding Bird Survey on bald eagles and mallards, obtained in
the 2015 campaign for the states of Oregon, Washington and British Columbia. In each state, several 50-stop routes were surveyed and the total
counts for every ten stops are available for download from their website.

EOO0781: Transition models and tests for stationarity

Presenter: 1demauro Antonio Rodrigues de Lara, NUI Galway, Ireland

Co-authors: John Hinde, Cesar Augusto Taconeli

Transition models, based on Stochastic Processes and Generalized Linear Models, are an important framework that can be used to model longi-
tudinal categorical data. A relevant issue in applying these models is the condition of stationarity, or homogeneity of transition probabilities over
time. We propose two tests to assess stationarity in transition models. Also, we present three motivational studies, with ordinal and nominal data,
in which the tests are applied to assess the stationarity. Their performances are assessed through simulation studies and the results show that the
proposed tests have good performance. The correlation between these test statistics and the classical test available in the literature is large, which
indicates concordance between the testing approaches.

EO0511: Count data models for biological dosimetry

Presenter: Manuel Higueras, Newcastle University, United Kingdom

Co-authors: Pedro Puig, Elizabeth Ainsbury

Ionising radiation overexposures are one of the major current concerns of our society. Consequently, biological retrospective dosimetry relies on
quantifying the amount of damage induced by radiation at a cellular level, e.g. by counting dicentrics observed in metaphases from a sample of
peripheral blood lymphocytes. This quantification is essential for predicting the derived health consequences in overexposed individuals. Moreover,
it provides an accurate, personal and individual dosimeter. In biological dosimetry it is typically assumed that the number of chromosomal aberra-
tions produced in a blood cell is Poisson distributed, whose intensity is a quadratic function of the absorbed dose. Calibration dose-response curves
are calculated from cytogenetic laboratory experiments where blood samples are exposed to different doses, simulating whole body homogeneous
irradiations. The dose estimation is an inverse regression problem. This classical Poisson assumption is not supported in a lot of irradiation sce-
narios, for instance for high linear energy transfer, partial body or gradient irradiations. These situations lead to compound Poisson, zero-inflated
Poisson and Poisson finite mixture models, among others.

EO0892: Assessing deflation or inflation of counts in count data regression

Presenter:  Jochen Einbeck, Durham University, United Kingdom

Co-authors: Paul Wilson

The problem of identifying inflation or deflation of individual counts in count data regression models is discussed. A particular instance of this
problem is the case of testing for zero-inflation which has received considerable attention in the literature. The case of testing for inflation or
deflation of an arbitrary (possibly non-zero) count has received much less attention so far. We introduce an exact test procedure based on the
Poisson-Binomial distribution for this purpose, and also provide a graphical tool to which we refer to as ‘Christmas tree plot’ due its characteristic
shape. The methods are motivated and illustrated through cytogenetic data from the field of radiation biodosimetry.

EOO0583: Poisson-Tweedie regression models for overdispersed, underdispersed, and zero-inflated data

Presenter:  John Hinde, NUI Galway, Ireland

Co-authors: Wagner Bonat

Models are presented based on the class of Poisson-Tweedie factorial dispersion models with variance p+ ¢uP, where u is the mean, ¢ and p are the
dispersion and Tweedie power parameters, respectively. This class of models provides a flexible and comprehensive family including many standard
discrete models. The family provides for modelling of overdispersed count data, including Neyman Type A, Polya-Aeppli, negative binomial,
Poisson-inverse Gaussian and Hermite distributions, and can also accommodate zero-inflation and underdispersion. We discuss estimation of
regression, dispersion and Tweedie power (variance function) parameters and illustrate the approach with several examples.
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EO201 Room 217 APPLICATIONS OF EMPIRICAL MEASURES AND EMPIRICAL PROCESSES Chair: Eric Beutner

EO0787: Semiparametric consistent estimators for virtual age models under right censoring

Presenter: Laurent Bordes, University of Pau, France

Co-authors: Eric Beutner, Laurent Doyen

A large class is considered for semi-parametric models for recurrent events based on virtual ages. The model consists of an unknown hazard rate
function, the infinite-dimensional parameter of the model, and a parametrically specified effective age function. We recently derived conditions
on the family of effective age functions under which the profile likelihood inference method for the finite-dimensional parameter of the model
leads to inconsistent estimates. We show that we can overcome the failure of the profile likelihood method by smoothing the pseudo-estimator of
the infinite-dimensional parameter of the model as it has been done previously for the accelerated failure time model. We show that the resulting
estimators are asymptotically consistent and we provide a numerical study of their behavior for finite sample size.

EO1110: The concept of local robustness with a view toward statistical estimation and risk management

Presenter:  Volker Kraetschmer, University Duisburg-Essen, Germany

Co-authors: Alexander Schied, Henryk Zaehle

Many standard estimators such as several maximum likelihood estimators or the empirical estimator for any law-invariant convex risk measure are
not (qualitatively) robust in the classical sense. However, these estimators may nevertheless satisfy a local robustness property on relevant sets
of distributions. After introducing this new concept, attention will be paid to identify sets of local robustness, and to explain the benefit of the
knowledge of such sets. For instance, it will be be demonstrated that many maximum likelihood estimators are robust on their natural parametric
domains. A second aim consists in extending the general theory of robust estimation to the local framework. In particular, a corresponding
Hampel-type theorem is provided, linking local robustness of a plug-in estimator with a certain continuity condition.

EO1199: Empirical measures as a tool in the analysis of Monte Carlo methods

Presenter:  Pierre Nyquist, KTH Royal Institute of Technology, Sweden

The aim is to discuss how empirical measure large deviations can be used to analyze the properties of various Monte Carlo methods. Covering a
range of Monte Carlo methods, the focus will be on the MCMC method known as known as parallel tempering and the so-called infinite swapping
limit, both which correspond to a collection of interacting particles. For infinite swapping we employ a large deviation analysis for the associated
empirical measures, together with methods from stochastic optimal control, to discuss certain qualitative properties. In particular we discuss how
symmetry properties of the underlying potential landscape may affect convergence properties and how the rate function identifies those parts of the
state space where noise due to sampling has the greatest impact on the overall performance of the algorithms.

EO1339: A general approach to the analysis of statistics from subsamples

Presenter:  Stanislav Volgushev, University of Toronto, Canada

Co-authors: Xiaofeng Shao

In time series analysis, statistics based on collections of estimators computed from subsamples play a role in many applications. Proving results
about the joint asymptotic distribution of such statistics is challenging, since it typically involves a nontrivial verification of technical conditions and
tedious case-by-case asymptotic analysis. We provide a technique that allows us to circumvent those problems in a general setting. Our approach
consists of two major steps: a probabilistic part which is mainly concerned with weak convergence of sequential empirical processes, and an
analytic part providing general ways to extend this weak convergence to smooth functionals of the sequential empirical process. The methodology
is illustrated for several examples such as self-normalization and change-point detection.

EO1176: A new functional delta-method for the bootstrap

Presenter: Henryk Zaehle, Saarland University, Germany

Co-authors: Eric Beutner

The functional delta-method (FDM) provides a convenient tool for deriving bootstrap consistency for the plug-in estimator of a “differentiable”
statistical functional from bootstrap consistency of the underlying empirical process. It is commonly acknowledged that (tangential) Hadamard
differentiability is a suitable notion of differentiability in this context. However it is likewise commonly acknowledged that Hadamard differentia-
bility is a relatively strong requirement so that only “a few” plug-in estimators can indeed be treated with the help of the FDM. We will present a
new version of the FDM for the bootstrap, which is based on a weaker notion of differentiability. Its benefit will be illustrated by means of several
examples. It is worth mentioning that our FDM gets along without using the concepts of outer integrals and outer probabilities.

EO603 Room309B TIME SERIES ANALYSIS Chair: Rainer Dahlhaus

EOO0813: The predictive density of a GARCH(1,1) process

Presenter:  Alessandra Luati, University of Bologna, Italy

Co-authors: Karim Abadir , Paolo Paruolo

The predictive probability density function of a GARCH(1,1) process is derived, under Gaussian or Student-¢ innovations. The analytic form is
novel, and replaces current methods based on approximations and simulations.

EO1213: Semi-parametric dynamic factor models for nonstationary time series

Presenter: Giovanni Motta, Pontificia Universidad Catolica de Chile, Chile

Co-authors: Michael Eichler

A novel dynamic factor model is introduced for multivariate non-stationary time series. In a previous work, we have developed asymptotic theory
for a fully non-parametric approach based on the principal components of the estimated time-varying covariance and spectral matrices. This
approach allows both common and idiosyncratic components to be non-stationarity in time. However, a fully non-parametric specification of
covariances and spectra requires the estimation of high-dimensional time-changing matrices. In particular when the factors are loaded dynamically,
the non-parametric approach delivers time-varying filters that are two-sided and high-dimensional. Moreover, the estimation of the time-varying
spectral matrix strongly depends on the chosen bandwidths for smoothing over frequency and time. As an alternative, we propose a new approach
in which the non-stationarity in the model is due to the low-dimensional latent factors. We distinguish between the (double asymptotic) framework
where the dimension of the panel is large, and the case where the cross-section dimension is finite. For both scenarios we provide identification
conditions, estimation theory, simulation results and applications to real data.

EO0846: Locally stationary functional time series

Presenter:  Anne van Delft, Maastricht University, Netherlands

Co-authors: Michael Eichler

Inference methods for functional data have received a lot of attention the last few years. So far, the literature on functional time series has focused
on processes of which the probabilistic law is either constant over time or constant up to its second-order structure. Especially for long stretches of
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data it is desirable to be able to weaken this assumption. We introduce a framework that allows for meaningful statistical inference of functional
data of which the dynamics change over time. That is, we put forward the concept of local stationarity in the functional setting and establish a class
of processes that have a functional time-varying spectral representation. Time-varying functional ARMA processes are investigated and shown
to be functional locally stationary according to the proposed definition. Important in our context is the notion of a time-varying spectral density
operator of which the properties are studied and uniqueness is derived. The framework is then used to construct an estimator of the spectral density
operator based on a functional version of the segmented periodogram matrix. In particular, we prove it is consistent and study its asymptotic
distribution.

EO0656: Volatility decomposition and estimation in time-changed price models

Presenter:  Sophon Tunyavetchakit, Bank of Thailand, Thailand

Co-authors: Rainer Dahlhaus

The usage of a spot volatility estimate based on a volatility decomposition in a time-changed price-model according to the trading times is investi-
gated. In this model clock-time volatility splits up into the product of tick-time volatility and trading intensity, which both can be estimated from
data and contain valuable information. By inspecting these two curves individually we gain more insight into the cause and structure of volatility.
Several examples are provided where the tick-time volatility curve is much smoother than the clock-time volatility curve meaning that the major
part of fluctuations in clock-time volatility is due to fluctuations of the trading intensity. Since microstructure noise only influences the estimation
of the (smooth) tick-time volatility curve, the findings lead to an improved pre-averaging estimator of spot volatility. This is reflected by a better
rate of convergence of the estimator. The asymptotic properties of the estimators are derived by an infill asymptotic approach.

EO0829: The arrow of time in multivariate time series

Presenter:  Jonas Peters, MPI for Intelligent Systems, Germany

Co-authors: Bernhard Scholkopf, Stefan Bauer

A time series satisfying a linear multivariate autoregressive moving average (VARMA) model is proved to satisfy the same model assumption in
the reversed time direction, too, if all innovations are normally distributed. This reversibility breaks down if the innovations are non-Gaussian.
Therefore, under the assumption of a VARMA process with non-Gaussian noise, the arrow of time becomes detectable. This result extends earlier
work for one-dimensional time series. We present a practical algorithm that estimates the time direction for a finite sample and prove its consistency.
An application to real world data from economics shows that considering multivariate processes instead of univariate processes can be beneficial.
Our work relates to the concept of causal inference, where recent methods exploit non-Gaussianity of the error terms for causal structure learning.

EO039 Room Board meeting room I STATISTICAL INFERENCE FOR NETWORKS Chair: Jens-Peter Kreiss

EO1028: Block models for clustering directed networks and nonsymmetric data matrices

Presenter:  Cheryl Flynn, AT&T Labs Research, United States

Much of the work on network clustering (community detection) focuses on symmetric, binary networks. In many real-world applications, including
recommender systems and communications, it is more natural to treat the underlying network as directed and weighted. How to extend the block
models and the popular profile likelihood-based clustering method to arbitrary nonsymmetric data matrices. This leads to a biclustering procedure
with similar consistency properties to the analogous method for symmetric binary networks. The method will be demonstrated with applications to
congressional voting data and microarray analysis.

EO1224: Summaries of network characteristics

Presenter:  Sofia Olhede, University College London, United Kingdom

Co-authors: Patrick Wolfe

Networks are highly non-Euclidean structures. This makes it difficult to construct appropriate summaries from network data that are interpretable
and strongly related to the generating mechanism of the data. We will discuss how to address the summarisation of network data, and blocks to
analysis, including computational efficiency. We will also consider repeated network observations, and their appropriate analysis.

EO1363: Convergence rate for the degree distribution in a dynamic network model

Presenter: Dominic Schuhmacher, University of Goettingen, Germany

Co-authors: Fabian Kueck

In the continuous-time dynamic network model by Britton and Lindholm the number of nodes evolves according to a supercritical linear birth-and-
death process. At the birth of a node a random parameter is assigned that controls the rate at which links to other nodes are established. Links break
if one of their nodes dies or after an independent exponentially distributed time. In this model the degree distribution of a node picked uniformly at
random at fixed time 7" is a mixed Poisson distribution. We use this to derive a rate of convergence in total variation distance towards a limit mixed
Poisson distribution as 7' — oo. The main ingredient of the proof is a new result about the age distribution of a node picked uniformly at random.

EO1367: Estimating the fibre length distribution in fibre reeinforced polymers

Presenter:  Jan Niedermeyer, TU Kaiserslautern, Germany

Fibre reeinforced polymers are of great import for many modern applications. The mechanical properties of fibre reinforced polymers is governed
by the length and orientation of the fibres embedded in the polymer matrix. We wish to estimate the length distribution from data provided by CT
images. For this we have to deal with problems like sampling bias and censoring. We propose a method based on fully segmented fibres and the
EM algorithm to estimate the length distribution.

EO1404: Spectral clustering for dynamic stochastic block models

Presenter: Sharmodeep Bhattacharyya, Oregon State University, United States

Co-authors: Shirshendu Chatterjee

One of the most common and crucial aspect of many network data sets is the dependence of network link structure on time or other attributes.
There is a long history of researchers proposing networks for dynamic time-evolving formation of networks. Most complex networks, starting
from biological networks like genetic or neurological networks to social, co-authorship and citation networks are time-varying. This has led the
researchers to study dynamic, time-evolving networks. We consider the problem of finding a common clustering structure in time-varying networks.
We consider three simple extension of spectral clustering methods to dynamic settings and give theoretical justification that the spectral clustering
methods produce consistent community detection for such dynamic networks. We also propose an extension of the static version of nonparametric
latent variable models to the dynamic setting and use a special case of the model to justify the spectral clustering methods. We show the validity of
the theoretical results via simulations too and apply the clustering methods to real-world dynamic biological networks.
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EO117 Room 203 FUNCTIONAL DATA ANALYSIS Chair: Alicia Nieto-Reyes

EO1178: Separating large and small scale variation in discretely observed functional data

Presenter:  Victor Panaretos, EPFL, Switzerland

Functional data analyses typically proceed by smoothing, followed by functional PCA. This paradigm implicitly assumes that any roughness is due
to nuisance noise. Nevertheless, relevant functional features such as time-localised or short scale variations may indeed be rough. These will be
confounded with the smooth components of variation by the smoothing/PCA steps, potentially distorting the parsimony and interpretability of the
analysis. We consider the problem of recovering both smooth and rough variations on the basis of discretely observed functional data. Assuming
that a functional datum arises as the sum of two uncorrelated components, one smooth and one rough, we develop identifiability conditions for the
estimation of the two corresponding covariance operators. The key insight is that they should possess complementary forms of parsimony: one
smooth and of finite rank (large scale), and the other banded and of arbitrary rank (small scale). Our conditions elucidate the precise interplay
between rank, bandwidth, and grid resolution. We construct nonlinear estimators of the smooth and rough covariance operators and their spectra
via matrix completion, without assuming knowledge of the true bandwidth or rank; we establish their consistency and rates of convergence, and
use them to recover the smooth and rough components of each functional datum, effectively producing separate functional PCAs for smooth and
rough variation.

EO0589: Least trimmed squares for functional principal component analysis

Presenter: Stefan Van Aelst, University of Leuven, Belgium

Co-authors: Holger Cevallos Valdiviezo, Matias Salibian-Barrera

Classical functional principal component analysis can yield erroneous approximations in presence of outliers. To reduce the influence of atypical
data we propose two methods based on trimming: a multivariate least trimmed squares (LTS) estimator and a componentwise variant. The
multivariate LTS minimizes the least squares criterion over subsets of curves. The componentwise version minimizes the sum of univariate LTS
scale estimators in each of the components. In general the curves can be considered as realizations of a random element on a separable Hilbert space.
For a fixed dimension g, we then aim to robustly estimate the g-dimensional linear subspace that gives the best approximation to the functional
data. Our estimators use smoothing to first represent irregularly spaced curves in a high-dimensional space and then calculates the LTS solution
on these multivariate data. The solution of the multivariate data is subsequently mapped back onto the Hilbert space. Poorly fitted observations
can then be flagged as outliers. A simulation study and real data applications show that our estimators yield competitive results, both in identifying
outliers and approximating regular data when compared to other existing methods.

EO0245: Multi-dimensional functional principal component analysis

Presenter:  Ci-Ren Jiang, Academia Sinica, Taiwan

Co-authors: Lu-Hung Chen

Functional principal component analysis is one of the most commonly employed approaches in functional and longitudinal data analysis and
we extend it to analyze functional/longitudinal data observed on a general d-dimensional domain. The computational issues emerging in the
extension are fully addressed with our proposed solutions. The local linear smoothing technique is employed to perform estimation because of its
capabilities of performing large-scale smoothing and of handling data with different sampling schemes (possibly on irregular domain) in addition
to its nice theoretical properties. Besides taking the fast Fourier transform strategy in smoothing, the modern GPGPU (general-purpose computing
on graphics processing units) architecture is applied to perform parallel computation to save computation time. To resolve the out-of-memory issue
due to large-scale data, the random projection procedure is applied in the eigendecomposition step. We show that the proposed estimators can
achieve the classical nonparametric rates for longitudinal data and the optimal convergence rates for functional data if the number of observations
per sample is of the order (n/log n)d/ 4. Finally, the performance of our approach is demonstrated with simulation studies and the fine particulate
matter (PM 2.5) data measured in Taiwan.

EO1171: Outlier detection using random projections

Presenter: Paula Navarro, Universidad de Cantabria, Spain

Co-authors: Juan A Cuesta-Albertos, Alicia Nieto-Reyes

Outlier detection is an important aspect of any statistical analysis of data. There exist multiple methods to detect outliers both for high-dimensional
and functional data in the literature. An extension of a procedure to detect outliers in high-dimensional data to the funcional setting is explored. The
procedure uses several one-dimensional random projections and applies an appropriate univariate outlier detection method in each projection. As
a novelty, to select the number of the required directions, we use sequential analysis to ensure that the expected number of directions is relatively
small in comparison with methods which fix this number beforehand to achieve the same power. Among the advantages of the proposed method, we
want to emphasize the fact that some existing outlier detection methods use boostrap procedures in the calibration step which require the estimation
of a high-dimensional covariance matrix. Due to the fact that our method is based on one-dimensional procedures, it does not require the estimation
of these matrices. Some simulated and real datasets are studied to illustrate the method.

EO0819: A simulation-based comparative study of functional linear regression models on remote sensing data

Presenter: Nihan Acar-Denizli, Mimar Sinan Fine Arts University, Turkey

Co-authors: Pedro Delicado, Gulay Basarir, Isabel Caballero de Frutos

Functional data analysis is an important method to analyse spectral data measured on a spectrum that consists of different frequency channels.
Remote Sensing (RS) data obtained from satellites are an example of spectral data. Particulary in oceanography, RS data are used to predict ocean
characteristic parameters such as Sea Surface Temperature (SST), Chlorophyll-a content (Chl-a) and Total Suspended Solids (TSS). Functional
Linear Regression Models (FLRM) are applied on a real data set in oceanography to predict the amount of TSS in the coastal zone adjacent to
the Guadalquivir estuary. A simulation study is designed to measure the performance of FLRM in predicting a scalar response generated by using
different models. The simulated models were compared in terms of Median Error of Prediction (MedEP).

EP002 Room Hall POSTER SESSION I Chair: Elena Fernandez

EP0888: Asymptotic efficient estimation under random censorship models

Presenter: Mareike van Heel, Universiteit Hasselt/ FH Aachen, Germany

The aim is to prove that under the random censorship the Kaplan-Meier integral estimators [ ¢(z) FXM (dz) are asymptotically efficient with respect
to all regular estimators of [ @(z)F(dz), where @ is an arbitrary Borel-measurable function. We calculate a lower bound for the variance of any
regular, asymptotic linear estimator of [ @(z)F (dz) and show that this bound is equal to the asymptotic variance of the classical Kaplan-Meier
integral estimators.

© CFE and CMStatistics networks. All rights reserved. 57



Friday 09.12.2016  16:45 - 18:50 CFE-CMStatistics 2016 Parallel Session F — CFE-CMStatistics

EP1475: Centralized fusion estimation from multisensor observations with correlated noises and random transmission failures

Presenter: Raquel Caballero-Aguila, Universidad de Jaen, Spain

Co-authors: Aurora Hermoso-Carazo, Josefa Linares-Perez

The study is concerned with the least-squares centralized fusion estimation problem of discrete-time stochastic signals from measured outputs
obtained by multiple sensors, which are transmitted to a processing center, where all the information is combined to address the estimation
problem. It is assumed that the additive noises of the measured outputs are one-step autocorrelated and cross-correlated. Moreover, due to random
transmission failures, some of the data packet processed for the estimation may either contain only noise (uncertain observations), be delayed
(randomly delayed observations) or even be definitely lost (random packet dropouts). These random transmission uncertainties are modelled by
independent sequences of Bernoulli random variables with different probabilities for the different sensors. By an innovation approach and using
the last observation that successfully arrived if a packet is lost, recursive estimation algorithms are designed for the centralized filtering and fixed-
point smoothing problems. The proposed algorithms are easily implementable and the signal evolution model is not required, as only the mean
and covariance functions of the processes involved are used. The accuracy of the proposed estimators, which is measured by the estimation error
covariances, is examined by a numerical simulation example.

EP1487: Centralized estimators in networked systems with bounded random delays and packet dropouts

Presenter: Aurora Hermoso-Carazo, Universidad de Granada, Spain

Co-authors: Josefa Linares-Perez, Raquel Caballero-Aguila

Fusion techniques have been widely used to address signal estimation problems in networked stochastic systems. Centralized fusion estimators are
obtained by processing the measurements received from all sensors in the fusion center. The unreliability and limited transmission capacity of the
communication channels between the sensors and the processing center encourage the necessity of considering random delays and packet losses
in data transmission. The study is concerned with the centralized estimation problem for discrete-time signals in sensor networks with bounded
random delays, which can produce packet dropouts in the data transmission. The multiple-step random delays are modeled by using a collection of
Bernoulli variables with known distributions and different characteristics at each sensor. Under these conditions, without requiring the knowledge
of the signal evolution model, but only the first and second order moments of the processes involved, recursive algorithms for the optimal (least-
squares) linear centralized estimators are derived by an innovation approach. The proposed estimators depend on the delay probabilities at each
sampling time, but do not to need to know if a particular measurement is delayed or well-timed. The effects of the delays in the estimation accuracy
are analyzed in a numerical example.

EP1408: Bandwidth matrix selector for multivariate kernel regression

Presenter: Ivanka Horova, Masaryk University, Czech Republic

Co-authors: Jan Kolacek

The bandwidth matrix controls both the amount and the direction of multivariate kernel smoothings and thus its choice is particularly important.
Since a theoretical optimal bandwidth matrix depends on the unknown regression function to be estimated data-driven methods should be applied.
A presented method is based on an optimally balanced relation between the integrated variance and integrated squared bias. The analysis of
statistical properties confirms the rationale (usefulness) of this method. The performance of the method is illustrated by means of a simulation
study. Application to real data is also included.

EP1476: Distributed filtering in connected sensor networks from measurements with random matrices and transmission failures
Presenter:  Josefa Linares-Perez, Universidad de Granada, Spain

Co-authors: Raquel Caballero-Aguila, Aurora Hermoso-Carazo

Recently, the research on fusion estimation problems in networked systems is especially being focused on sensor networks with a given topology,
to consider the possibility of coordination among the sensors to perform global tasks by the exchange of information with neighboring sensor
nodes. Also, the use of random matrices is gaining a great interest as they provide a unified framework to model different random network-induced
phenomena, such as stochastic sensor gain degradation, measurement multiplicative noises or missing measurements. We consider the estimation
problem of discrete-time signals from measurements perturbed by random parameter matrices and white additive noises. These measurements are
obtained by multiple sensors, located at the nodes of a network, which are connected according to a specified network topology. This is modeled
by a directed graph and both one-step delays and packet dropouts are assumed to occur randomly during the data transmission through the network
communication channels. We address the so-called distributed estimation problem, in which the signal is estimated at each node using its own
measurements and those from its neighbors. Using covariance information, without requiring the evolution model generating the signal process, a
recursive algorithm for the distributed least-squares linear filter is derived by an innovation approach.

EP1504: D-optimal and quasi-optimal design for the monomer and dimer in the Adair model

Presenter: Maria de las Mercedes Rodriguez Hernandez, Universidad de Castilla la Mancha (UCLM), Spain

Co-authors: Jesus Lopez-Fidalgo

The Adair equation is used to model biological macro-molecule reactions. In this equation the saturation rate is modeled through the free ligand
concentration. This is not a variable under the control of the experimenter. As a matter of fact the ligand is a random variable depending on an
initial ligand added by the experimenter. This is what can be designed, but the dependence of the saturation rate on the initial ligand has not been
considered in the literature. We extended a model based on the Adair model of first order will be derived in order to obtain a proper model fitting an
optimal designs for that. Optimal designs will be computed as well as seven point quasi-optimal designs forced to follow a harmonic, geometric or
uniform progression. The parameters are estimated and compared for simulated data from these designs. A sensitivity analysis against the choice
of the parameters is performed for the modfied Adairmodel. Finally and based on the good eficiencies obtained for the designs for the original first
order model designs are obtained numerically for the second order model.

EP1601: Bootstrap control charts for INR control

Presenter: Susana Rafaela Martins, Universidade do Minho - Centro Algoritmi, Portugal

Co-authors: Lino Costa, Pedro Oliveira

Atrial fibrillation is the most common cardiac arrhythmia of these days particularly in elderly adults. It is characterized by an abnormal operation
in the heart and it affects the patients life. Currently, the anticoagulant treatment using warfarin is the fully validated treatment to prevent the
health problems. This therapy is the most used because measuring blood coagulation levels with International Normalized Ratio (INR) and through
the ingestion of warfarin is possible control the treatment. Sometimes it is not easy to understand if treatment is under control, therefore, control
charts are an important tool to assess whether or not the treatment is controlled. The goal is to study the application of bootstrap control charts to
monitor INR levels. Bootstrap is a statistical technique that does not rely on any distributional assumptions since estimates the sampling distribution
based on data. Bootstrap control charts performance was evaluated in statistical and medical terms and compared with Shewhart, EWMA, and
CUSUM charts. For this purpose, data collected from a public hospital, and simulated data generated from a normal distribution assuming different
parameters were considered. The advantages and drawbacks of each type of control chart are discussed.
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EP1626: Estimation of a bivariate convex function

Presenter: Seongoh Park, Seoul National University, Korea, South

Three procedures are considered to estimate a bivariate convex function, and compare them numerically with synthetic and real data examples.
The procedures considered are the constrained least square method, adaptive partitioning method, and two-stage procedure based on uniform
approximation.

EP1650: Optimal allocation in the item sum technique

Presenter: Beatriz Cobo, University of Granada, Spain

Co-authors: Maria del Mar Rueda, Pier Francesco Perri

The item sum technique is a recent survey indirect questioning mode to elicit sensitive information on a quantitative variable and obtain estimates
of parameters of interest. In its original form, the technique requires the selection of two independent samples. Units belonging to one of the two
samples are presented with a Long List (LL) of items containing a sensitive question and G nonsensitive questions; units of the other sample receive
only a short list (SL) of items consisting of the same nonsensitive questions in the long list. All the questions refer to quantitative variables possibly
measured on the same scale of the sensitive one. The respondents are asked to report the total score of the answers to all the questions in their list
without revealing the individual score of each question. The mean difference of answers between the LL-sample and the SL-sample is then used
as an unbiased estimator of the population mean of the sensitive variable. We consider the problem of the optimal allocation under cost constraints
in the two samples in order to minimize the variance of the estimator of the mean of the sensitive variable. Theoretical results are investigated on
the basis of a simulation study based on real data from a survey on the use of cannabis in the University of Granada. Optimal allocation is also
theoretically and computationally discussed in the case of multiple sensitive variables where the selection of more than two samples is required.

EP1765: Statistical analysis of the relationship between fluvial sediment and coastal dunes in the Cantabrian coast

Presenter: Elena Fernandez, University of Oviedo, Spain

Co-authors: Jorge Marquinez, Gil Gonzalez-Rodriguez

During the last decades, fluvial systems of the Cantabrian region (Northwest of Spain) have experienced important geomorphological changes.
These changes are characterized by main channel incision and narrowing, vegetal colonization of fluvial bars and channel morphology simplifica-
tion. This trend has been described in other spanish and Atlantic European rivers. Some authors suggest that these changes are caused by a general
decrease in sediment supply rates. Current data available for Cantabrian basins are consistent with this interpretation, but no systematic analysis has
been carried out yet to support this hypothesis. In this context, evidences of this decrease in the sediment supply could find in the extent variations
of coastal beaches and dunes, which are built mainly with the sand that comes from the rivers. Databases about waves height, fluvial flows and
changes in the extension of dunes in the West coast of Asturias have been analyzed by fitting different regression models using R to identify trends
in the sediment supply from the rivers and to discuss the influence of other marine variables, taking in account the potential impact of the dams and
sea level changes related with the climatic change.
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CI681 Room Graduation hal NONCAUSAL TIME SERIES MODELS Chair: Alain Hecq

CI1280: Detecting co-movements in asymmetric cycles: A noncausal time series approach

Presenter: Gianluca Cubadda, University of Rome Tor Vergata, Italy

Co-authors: Alain Hecq, Lenard Lieb, Sean Telg

The notion of common noncausal feature is introduced and tools are proposed for detecting the presence of co-movements in stationary economic
and financial time series such as variables with asymmetric cycles or bubbles. For purely noncausal models, i.e. forward looking VARs, we estimate
reduced rank regressions in reverse time in order to highlight the potential presence of such noncausal co-movements. For more than one lead or
lag, we are able to determine whether the VAR is better represented by purely causal or purely noncausal reduced rank models. Using both sets of
lag and lead instruments within a canonical correlation or a GMM framework, additional relationships are discovered between series, both in the
Monte Carlo simulations and in empirical illustrations. For mixed causal-noncausal models though, an approximate maximum likelihood estimator
assuming non Gaussian disturbances is needed.

CI1287: A new time-varying parameter autoregressive model for U.S. inflation expectations

Presenter: Markku Lanne, University of Helsinki, Finland

Co-authors: Jani Luoto

The evolution of U.S. inflation is studied by means of a new noncausal autoregressive model with time-varying parameters that outperforms the
corresponding constantant-parameter causal and noncausal models in terms of fit and forecast accuracy. We find the coefficients of both lagged
and expected inflation in the new Keynesian Phillips curve based on our model constant in time and important although the latter dominates in
determining current inflation. The implied trend inflation estimate evolves smoothly and is well aligned with survey expectations, and its variation
is found to follow from the underlying marginal cost rather than time-varying steady state inflation.

CI1403: Semi-parametric estimation of noncausal vector autoregression

Presenter:  Christian Gourieroux, University of Toronto and CREST, Canada

Co-authors: Joann Jasiak

Consistent semi-parametric estimation methods are introduced for mixed causal/noncausal multivariate non-Gaussian processes. We show that
in the VAR model, the second-order identification is feasible to some extent, and it is possible to distinguish the mixed processes with different
numbers of causal and noncausal components. For detecting the causal and noncausal components, we introduce a semi-parametric estimation
method that does not require any distributional assumptions on the errors. This method is based on the generalized covariance estimator of the
autoregressive coefficients. Although this estimator is not fully efficient, it provides the estimates in one single optimization, while the MLE would
assume a parametric speciffication and require a number of optimizations equal to the number of all possible causal dimensions. The method is
illustrated by a simulation study and applied to commodity prices.

CO327 Room 112 RECENT ADVANCES IN NONLINEAR AND NONSTATIONARY TIME SERIES Chair: Weining Wang

COO0181: Functional coefficient time series models with trending regressors

Presenter: Tingting Cheng, Nankai University, China

A functional coefficient time series model with trending regressors is studied, where the coefficients are unknown functions of time and random
variables. We propose a local linear estimation method to estimate the unknown coefficient functions. An asymptotic distribution of the proposed
local linear estimator is established under mild conditions. For practical use, we further propose a Bayesian approach to select bandwidths involved
in this local linear estimator. Several numerical examples are provided to examine the finite sample performance of the proposed local linear
estimator. The results show that the local linear estimator works well and the Bayesian bandwidth selection method is better than cross-validation
method. Furthermore, we employ the functional coefficient model to study the relationship between consumption per capita and income per capita
in U.S. and the results show that functional coefficient model with our proposed local linear estimator and Bayesian bandwidth selection method
performs best in both in sample fitting and out of sample forecasting.

COO0188: Monitoring multivariate variance changes

Presenter: Dominik Wied, University of Cologne, Germany

Co-authors: Katharina Pape, Pedro Galeano

A model-independent multivariate sequential procedure is proposed to monitor changes in the vector of componentwise unconditional variances in
a sequence of p—variate random vectors. The asymptotic behavior of the detector is derived and consistency of the procedure stated. A detailed
simulation study illustrates the performance of the procedure confronted with different types of data generating processes. We conclude with an
application to the log returns of a group of DAX listed assets.

C0O0802: RKHS-based approach to SCAD-penalized regression in high-dimensional partially linear models

Presenter:  Jiajing Sun, University of Chinese Academy of Sciences, China

Co-authors: Wenquan Cui, Haoyang Cheng

The high-dimensional partially linear models relevant for the problem of simultaneous variable selection and estimation, are studied under the
assumptions that the function of the nonparametric part is derived from a reproducing kernel Hilbert space (RKHS) and the vector of regression
coefficients for parametric component is sparse. A double penalties is provided to deal with the problem, with the roughness penalty of squared
semi-norm on RKHS deployed to estimate the nonparametric component and the SCAD penalty used to achieve sparsity in the parametric part.
Under some regular conditions, we establish the rate of convergence and consistency of the parametric estimation together with the consistency of
variable selection. Furthermore, the presented estimators of the non-zero coefficients are shown to have the asymptotic oracle property. They are
asymptotically normal with the same means and covariances that they would have if the zero coefficients were known in advance. Simulations are
conducted to demonstrate the performance of the proposed method. Empirical analysis is also included.

CO0830: Testing rational bubbles using high-frequency financial data

Presenter: Yang Zu, University of Nottingham, United Kingdom

Within a model of continuous-time Ornstein-Uhlenbeck process with stochastic volatility, we develop a novel test for explosive behavior in daily
level financial asset prices. The test exploits the information in intraday high-frequency data,it consists of devolatizing daily price increments
with the daily realized volatility measures and performing the classical supreme-type recursive Dickey-Fuller test on the reconstructed devolatized
sample. The asymptotic distribution is derived. The test is easy to implement. In finite sample simulations, the proposed test shows good size and
remarkable improvement in the power as compared to existing tests under time-varying volatility. The test is applied to a up-to-date OMI Realized
Library dataset. We find some results for the explosive behavior in the major equity markets and pose warnings for bubbles.
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CO331 Room 103 REGIONAL MACROECONOMICS Chair: Michael Owyang

CO00202: Local and aggregate fiscal policy multipliers

Presenter:  William Dupor, Federal Reserve Bank of St. Louis, United States

Co-authors: Bill Dupor

The effect of defense spending on the U.S. macroeconomy since World War 1l is estimated. First, a new panel dataset of state-level federal
defense contracts is constructed. Second, observations across states are summed and, using the resulting time series, the aggregate effect of defense
spending on national income and employment is estimated via instrumental variables. Third, local multipliers are estimated using the state-level
data, which measures the relative effect on economic activity due to relative differences in defense spending across states. Comparing the aggregate
and local multiplier estimates, it is found that the two differ dramatically. It is inferred that the local multiplier estimates alone do not provide useful
information about the aggregate effects of policy. Finally, the panel aspect of the data are used to dramatically increase the precision of estimates of
the aggregate multiplier (relative to using the aggregate data alone) by including a spillover term in the panel regressions. The baseline aggregate
findings are a long-run multiplier on income equal to 1.6, a moderate long-run effect on employment, and no effect on income or employment
effect in the short run. The results suggest that lags in the effects of defense spending are so long that they render countercyclical spending policies
ineffective. In addition, negative short-run spillovers on employment of spending across state borders are found.

CO00203: A state-level analysis of Okun’s law

Presenter: Amy Guisinger, Lafayette College, United States

Co-authors: Michael Owyang

Okun’s law is an empirical relationship that measures the correlation between the deviation of the unemployment rate from its natural rate and the
deviation of output growth from its potential. We estimate Okun’s coefficients for each U.S. state and examine the potential factors that explain the
heterogeneity of the estimated Okun relationships. We find that indicators of more flexible labor markets (higher levels of education achievement in
the population, lower rate of unionization, and a higher share of non-manufacturing employment) are important determinants of the differences in
Okun’s coefficient across states. Finally, we show that Okun’s relationship is not stable across specifications, which can lead to inaccurate estimates
of the potential determinants of Okun’s coefficient.

C0O0209: Assessing state and national labor market conditions

Presenter: Laura Jackson Young, Bentley University, United States

Co-authors: Kevin Kliesen, Michael Owyang

Assessing the condition of the labor market is an important task in evaluating the overall state of the economy for both private decision-making
and for policymaking. The labor market itself is a complex entity with workers flowing in and out of employment or participation, jobs being
created and destroyed, and vacancies being posted and filled. A factor model was previously used to develop the Labor Market Conditions Index
to summarize the common fluctuations in a vector of 19 national labor market indicators. However, labor markets tend to be regional entities
with concentrated flows. This phenomenon was highlighted during the Great Recession when the economic downturn was accompanied by a
housing downturn, making it difficult for workers to relocate to find new employment opportunities. Thus, it may also be important to analyze
the fluctuations of local labor market variables and differentiate between large isolated fluctuations and large pervasive fluctuations affecting many
different areas. We develop both national and state-level labor market indexes. The national index isolates and removes state-level fluctuations
that are not pervasive—i.e., not occurring across many states simultaneously. We are also able to obtain state indexes that reflect the common
movements of the panel of state-level labor market variables.

CO1001: Regional beveridge curves

Presenter: Michael Owyang, Federal Reserve Bank of St Louis, United States

Co-authors: Hannah Shell

The Beveridge curve - the relationship connecting the unemployment rate with job vacancies - is typically estimated at the national level. Labor
markets, however, are largely local level phenomena, with usually only a small fraction of workers migrating from place to place to seek employ-
ment. Moreover, local labor markets have been found to exhibit some heterogeneity, depending in part on things like industrial composition and
the local minimum wage. We construct MSA-level unemployment and vacancy data using techniques similar to those used in previous papers for
the national level. We then estimate MSA-level Beveridge curves for 51 U.S. cities. Previous estimates of local Beveridge curves used time fixed
effects as identifying restrictions, imposing that the slope of the Beveridge curve was invariant across locations. Our method identifies the slope of
the Beveridge curve by restricting it to be constant for locations with similar labor market characteristics but allows it to vary across labor markets
with, say, different industrial compositions. In this sense, we form regions with similarly sloped Beveridge curves. We then study whether the
advent of the internet and subsequent adoption of online job postings has reduced the heterogeneity in local labor markets, reducing the number of
regions.

CO341 Room 105 FORECASTING I Chair: Francesco Ravazzolo

C00237: A new monthly indicator of global real economic activity

Presenter:  Joaquin Vespignani, University of Tasmania, Australia

In modelling macroeconomic time series, often a monthly indicator of global real economic activity is used. We propose a new indicator, named
World steel production, and compare it to other existing indicators, precisely the Kilians index of global real economic activity and the index of
OECD World industrial production. We develop an econometric approach based on desirable econometric properties in relation to the quarterly
measure of World or global gross domestic product to evaluate and to choose across different alternatives. The method is designed to evaluate
short-term, long-term and predictability properties of the indicators. World steel production is proven to be the best monthly indicator of global
economic activity in terms of our econometric properties. Kilians index of global real economic activity also accurately predicts World GDP growth
rates. When extending the analysis to an out of sample exercise, both Kilians index of global real economic activity and the World steel production
produce accurate forecasts for World GDP, confirming evidence provided by the econometric properties. Specifically, a forecast combination of
the three indices produces statistically significant gains up to 40% at nowcast and more than 10% at longer horizons relative to an autoregressive
benchmark.

CO1100: Using analysts’ forecasts for stock predictions: An entropic tilting approach

Presenter:  Christoph Frey, University of Konstanz, Germany

Predictive density forecasts for US stock returns from Bayesian vector autoregressions are combined with financial analysts’ forecasts via entropic
tilting. The predictive density of the asset returns is modified to match certain moment conditions that are formed based on average analysts’
forecasts, for example, sell and buy recommendations or target prices. The advantage of this approach is that we can combine model-based
time-series information with external, forward-looking information in a parsimonious way using closed-form solutions. We show that the tilting
approach based on the (possibly biased) professional forecasts leads to an increase in prediction accuracy for both point and density forecasts. This
also translates into portfolio gains for an investor who maximizes her expected utility.
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CO1490: Spatio-temporal diffusion of US house prices with unknown spatial weights

Presenter: Achim Ahrens, Heriot-Watt University, United Kingdom

The aim is to examine the relationship between house prices and their fundamental drivers, such as real per capita income, interest rates and inflation,
using a panel data set of US states over the sample period 1976Q1-2014Q4. The issue of spatial, or cross-sectional, dependence is addressed using
a novel estimation method based on the Lasso estimator, a well-established regularisation technique. The vast majority of the spatial econometric
literature assumes that the spatial weights matrix, which determines interaction effects between units, is known and, in practice, spatial weights
are typically specified on an ad hoc basis using observable distance measures. The proposed method allows for unknown interaction effects and
employs the Lasso estimator to appropriately control for spatial effects under the identification assumption of sparsity. The methodology is of more
general interests for large T panels where spatial dependence is an issue or where the interest lies in modelling spatio-temporal diffusion processes.
Estimation results show a long-run relationship between house prices and real per capita income. The most striking result, however, are strong and
complex spatial effects that would not have been captured with standard specifications of the spatial weights matrix such as the binary contiguity
matrix.

CC0259: Forecasting UK house prices during turbulent periods

Presenter:  Efthymios Pavlidis, Lancaster University Management School, United Kingdom

Co-authors: Alisa Yusupova

The latest boom and bust in housing markets and its role in the Great Recession has generated a vast interest in the dynamics of house prices. A
substantial empirical literature has developed that deals with predicting future house price movements. This literature concentrates almost entirely
on the US, leaving national and regional markets of other countries, where housing has also played a central role, mostly unexplored. We contribute
to this literature by conducting an extensive investigation of the ability of a battery of econometric models to forecast UK national and regional
housing prices over the last two decades. The econometric models considered include ARDL, BVAR, Factor Augmented BVAR, TVP-VAR, DMA,
DMS, and a previous DSGE model. In summary, our findings suggest that models that allow both the underlying specification and the parameter
estimates to vary over time produce more (and, in some cases, dramatically more) accurate forecasts than methods where the number of predictors
is kept fixed.

CO567 Room Board meeting room I PERSISTENCE CHANGE AND STRUCTURAL BREAKS Chair: Paulo Rodrigues

C0O0393: Testing shock induced asymmetries under unknown form of conditional heteroskedastisity

Presenter: Nazarii Salish, BGSE and University of Cologne, Germany

A Lagrange multiplier test statistic is developed, and its variants to test for the null hypothesis of no asymmetric effects of shocks on time series
are analyzed. In asymmetric time series models that allow for different responses to positive and negative past shocks the likelihood functions are,
in general, non-differentiable. By making use of the theory of generalized functions Lagrange multiplier type tests and the resulting asymptotics
are derived. The test statistics possess standard asymptotic limiting behavior under the null hypothesis. Monte Carlo experiments illustrate the
accuracy of the asymptotic approximation and show that conventional model selection criteria can be used to estimate the required lag length. We
provide an empirical application to the U.S. unemployment rate.

CO0612: A structural change test in duration of bull and bear markets

Presenter:  Joao Nicolau, ISEG and CEMAPRE, Portugal

A recursive test is proposed, derived from the fluctuations test of Ploberger-Kramer-Kontrus, with a finite sample adjustment, to test possible
structural changes in duration of bull and bear markets. Using the Dow Jones Industrial Average index, we detected a single structural break in the
bull market duration in April, 1942, but none in bear market duration. Possible explanations for this occurrence are discussed.

CO0697: Tests for segmented cointegration

Presenter:  Luis Filipe Martins, ISCTE-IUL, Portugal

Co-authors: Paulo Rodrigues

There is a growing literature that documents that the persistence of economic time series may change over time. Hence, it is natural to expect that
these changes in persistence may also lead to changes in the long-run equilibrium of economic time series. According to previous research, failure
to find a unique cointegration relationship between economic time series may be due to, for instance, the testing procedures used, the span of the
data set analysed, the choice of the lag length in generating the test statistics, the presence of structural breaks and the presence of cointegration
only beyond some threshold. This led to introduce the concept of regime-sensitive cointegration, according to which the underlying series need
not be cointegrated at all times. The purpose is to evaluate existing cointegration test procedures and to propose new ones that can be used in the
context of segmented cointegration.

CO1189: CUSUM based ratio tests for parameter constancy: With application to variance stability

Presenter: Paulo Rodrigues, Universidade Nova de Lisboa, Portugal

Co-authors: Uwe Hassler, Mehdi Hosseinkouchack, Antonio Rubia

New CUSUM based ratio tests for parameter constancy are introduced following a class of ratio tests recently proposed, which are based on a
Karhunen-Loeve expansion. Analytical results as well as an in-depth Monte Carlo analysis is performed to evaluate the finite sample performance
of the procedure and a comparison with available procedures is also provided. The new procedure presents interesting finite sample size and power
behaviour. An empirical application is also included.

CO0O287 Room 102 BAYESIAN METHODS IN ECONOMETRICS Chair: Enrique ter Horst

CO0557: Bayesian nonparametric estimation of ex-post variance

Presenter:  John Maheu, McMaster University, Canada

Co-authors: Jim Griffin, Jia Liu

Variance estimation is central to many questions in finance and economics. Until now ex-post variance estimation has been based on infill asymp-
totic assumptions that exploit high-frequency data. A new exact finite sample approach is offered to estimating ex-post variance using Bayesian
nonparametric methods. In contrast to the classical counterpart, the proposed method exploits pooling over high-frequency observations with
similar variances. Bayesian nonparametric variance estimators under no noise, heteroskedastic and serially correlated microstructure noise are
introduced and discussed. Monte Carlo simulation results show that the proposed approach can increase the accuracy of variance estimation.
Applications to equity data and comparison with realized variance and realized kernel estimators are included.

CO0753: Bayesian nonparametric time varying vector autoregressive models

Presenter: Maria Kalli, Canterbury Christ Church University, United Kingdom

Co-authors: Jim Griffin

Although stationary time series models are theoretically appealing, macroeconomists consider them to be too restrictive. A popular alternative
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framework is time varying vector autoregression, with or without stochastic volatility (TVP-VAR or TVP-SV-VAR). Under this framework the
parameters of the stationary vector autoregressive (VAR) model are allowed to change over time. This accounts for nonlinearity in the conditional
mean, and heteroscedasticity in the conditional variance. We considered a Bayesian nonparametric stationary VAR (BayesNP-VAR) model and
found that it outperformed the TVP-SV-VAR in terms of out-of-sample prediction for monthly macroeconomic series from the USA and Eurozone.
Our aim is to extend the Bayes NP-VAR model to a time varying parameter specification, creating a nonparametric, non-stationary.

CO1468: A Bayesian time-varying approach to risk neutral density estimation

Presenter: Enrique ter Horst, CESA, Colombia

Co-authors: Roberto Casarin, German Molina

The aim is to expand the literature of risk neutral density estimation across maturities from implied volatility curves, usually estimated and
interpolated through cubic smoothing splines. The risk neutral densities are computed through the second derivative, which we extend through a
Bayesian approach to the problem, featuring: (1) an extension to a multivariate setting across maturities and over time; (2) a flexible estimation
approach for the smoothing parameter, traditionally assumed common to all assets, known and fixed across maturities and time, but now potentially
different between assets and maturities, and over time; and (3) information borrowing about the implied curves and risk neutral densities not only
across different option maturities, but also dynamically.

CO1673: Modeling seasonality in high-frequency data

Presenter: Hedibert Lopes, INSPER, Brazil

Co-authors: Ruey Tsay, Audrone Virbickaite

High-frequency time series data often exhibit seasonality. The transaction-by-transaction data of financial market show not only diurnal patterns
but also weekly and annual seasonality. Similar features are observed in hourly measurements of particulate matter, e.g. PM2.5, in many locations.
We investigate statistical models (both structural and reduced-form) that are flexible and can adequately describe the stochastic seasonality of such
time series. Special attention is paid to the relatively weak low-frequency seasonality in the high-frequency data. Practical implications of the
proposed models are discussed. We also consider the effects of outliers and missing values.

CO565 Room Board meeting roomI JUMPS AND VOLATILITY Chair: Eduardo Rossi

CO0572: Models for jumps in trading volume

Presenter: Eduardo Rossi, EC-JRC, Italy

Co-authors: Paolo Santucci de Magistris

The specification of continuous-time models for high-frequency trading volume series is considered. Analogously to stock prices, the stochastic
process for trading volume might be characterized by diffusive and jump components. First, we study the activity level of volume jumps using
both parametric and nonparametric techniques. We also analyze if the activity of positive and negative moves in the log-trading volume may differ.
Second, we consider alternative specifications of the trading volume dynamics, with finite and infinite variation processes. We also include in the
analysis self exciting jump processes, also known as Hawkes processes. Indirect inference is used to estimate the models.

CO0578: A model for jumps in volatility and volume

Presenter: Paolo Santucci de Magistris, Aarhus University, Denmark

Co-authors: Eduardo Rossi

A multivariate model is proposed for stock returns, volatility and trading volume that allows for idiosyncratic and common jump terms, where the
latter is typically associated with important news arrivals, such as significant announcements and/or extreme economic events. In particular, the
jump terms are modeled a the sum of random variables where the number elements in the sum is Poisson distributed with time-varying intensity.
The interaction between the jump terms makes the model able to provide high flexibility in explaining the contemporaneous presence of jumps and
the dynamic dependence between return, volatility and volume. The model is estimated by maximum likelihood and it exploits the information
coming from realized volatility measures based on high frequency data. The empirical results testify the ability of the proposed model to fit most
of the features that characterize the volatility and the volume relationship.

C0O0980: A model-free option-implied volatility for forecasting returns and realized volatility

Presenter: Xingzhi Yao, Lancaster University, United Kingdom

Co-authors: Marwan Izzeldin

The VIX has long been identified to suffer from non-trivial measurement errors due to flaws in implementation of the index by the Chicago
Board Options Exchange (CBOE). This has stimulated the development of alternative measures such as the model-free implied volatility (MFIV)
and corridor implied volatility (CX). The aforementioned estimators (MFIV and CX) are enhanced by using different interpolation-extrapolation
techniques and highlight the importance of the risk-neutral measure in recovering extreme option prices. The refined measures are found superior
in terms of forecasting realised volatility and predicting future returns as evident in both the Monte Carlo simulations and an empirical application.
Our findings indicate that the tail risk captured by the measures of implied volatility is critical in predicting returns but hampers the forecasting
power for future volatility. Our conclusions are robust across different forecasting models, market conditions, and the various procedures of
extrapolating option prices.

CO1335: Regimes in stochastic volatility

Presenter:  Alessandro Rossi, European Commission, Joint Research Centre, Italy

Co-authors: Christophe Planas, Eduardo Rossi

The regime-switching behavior in the stock market volatility is analyzed via a Markov switching specification of the log-stochastic volatility. The
model is based both on realized measures and daily returns. The formers can biased due to the presence of microstructure noise but are more
informative regarding the true latent integrated volatility whereas the latter even if less subject to microstructure noise have less information on the
true volatility. The model is parameterized such that it can be considered as a dynamic mixture model, i.e. a conditionally Gaussian state space
model. Dynamic mixture models typically include a continuous unobserved state vector, some discrete latent variables that control discontinuities
or change-points, plus the model parameters. The results show that allowing for Markov-switching specification in the stochastic volatility process
improves the fitting properties as long as the model’s forecasting performance.
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C0O369 Room 104 INFERENCE IN TIME SERIES VOLATILITY MODELS Chair: Jean-Michel Zakoian

CO0587: Inferring volatility dynamics and risk premia from the S& P 500 and VIX markets

Presenter:  Elise Gourier, Queen Mary University of London, United Kingdom

Co-authors: Markus Leippold, Chris Bardgett

The information content of the S& P 500 and VIX markets on the volatility of the S& P 500 returns is studied. We estimate a flexible affine
model based on a joint time series of underlying indexes and option prices on both markets. An extensive model specification analysis reveals that
jumps and a stochastic level of reversion for the variance help reproduce risk-neutral distributions as well as the term structure of volatility smiles
and of variance risk premia. We find that the S& P 500 and VIX derivatives prices are consistent in times of market calm but contain conflicting
information on the variance during market distress.

CO1210: Cholesky-GARCH, theory and application to conditional beta

Presenter:  Serge Darolles, Paris Dauphine, France

Co-authors: Sebastien Laurent, Christian Francq

The class of Cholesky-GARCH models, based on the Cholesky decomposition conditional variance matrix, are studied. We first consider the one-
step and multi-step QML estimators. We prove the consistency and the asymptotic normality of the two estimators and derive the corresponding
stationarity conditions. We then show that this class of models is useful to estimate conditional betas and compare it to other approaches proposed
in the financial literature. Finally, we use real data to show that our model performs very well compared to other multivariate GARCH models.

CO1175: Goodness-of-fit tests for log and exponential GARCH models

Presenter:  Christian Francq, CREST and University Lille III, France

Co-authors: Jean-Michel Zakoian, Olivier Wintenberger

Goodness-of-fit tests and specification tests are studied for an extension of the log-GARCH model which is both asymmetric and stable by scaling.
A Lagrange-Multiplier test is derived for testing the extended log-GARCH against more general formulations including the Exponential GARCH
(EGARCH). The null assumption of an EGARCH is also tested. Portmanteau goodness-of-fit tests are developed for the extended log-GARCH.
An application to real financial data is proposed.

CO1447: Noncausal heavy-tailed AR(p) processes

Presenter: Sebastien Fries, Crest, Paris-Saclay University, France

Co-authors: Jean-Michel Zakoian

The adjunction of a noncausal component to standard causal linear autoregressive processes often yields a better fit to economic and financial time
series. The general framework of noncausal AR(p) with possibly asymmetric o-stable errors is investigated. The nonlinear causal dynamics is
derived and shown to display quadratic GARCH effects in direct time. The existence of a unit root in this causal dynamics is of particular interest
as it allows to exhibit linear noncausal processes which are stationary, and even positive, martingales. Finally, under the broader assumption that
the errors belong to the domain of attraction of a stable distribution, it is shown that contrary to the OLS estimator, the LAD estimator of the
autoregressive parameters is able to identify causal and noncausal structures.

CO636 Room 106 CONTINUOUS-TIME AND HIGH FREQUENCY ECONOMETRICS Chair: Ruijun Bu

CO0673: Term structure of forward moments and equity premium predictability

Presenter:  Abderrahim Taamouti, Durham University Business School, United Kingdom

A recently established aggregation property of the second and third moments of returns is considered to construct forward moments extracted from
option prices. We show that according to standard affine no-arbitrage models, the forward moments should exhibit a factor structure, while the
equity risk premium should also be an affine function of the same state variables. In light of this, we use dimensionality reduction techniques
to extract, from the forward moments, the common factors that maximize the covariance between these factors and the equity premium. We
show empirically that a small number of factors can explain the equity premium, both in-sample and out-of-sample, better than most traditional
predictors. Moreover, we document that the inclusion of forward skewness into the analysis improves the asset return predictability and thus show
that forward moments encapsulate important information about future market returns.

C0O0346: Modelling the relationship between future energy intraday volatility and trading volume with wavelet

Presenter: Fredj Jawadi, University of Evry, France

Co-authors: Louhichi Wael, Zied Ftiti

Although there has been substantial research to explore the relationship between volatility and trading volume in stock markets, few researchers
have investigated this relationship in energy markets. Moreover, previous studies did not describe its nature or impetus. We investigate this
relationship using intraday data from the oil and gas markets and we extend the previous studies through the use of a frequency. More specifically,
we employ a continuous wavelet transform to identify the lead-lag phase between volatility and volume. This framework supplants usual time
series modelling, as it uses a measure of coherence for different frequencies and time-scales to capture further changes and time variation in the
volume-volatility relationship. Our results provide supportive evidence for the well-known positive relationship between realized volatility and
trading volume, thereby supporting the Mixture Distribution Hypothesis (MDH). In particular, our results show that volume causes volatility only
during turbulent times, while volatility causes volume during good times. Furthermore, there is no relationship between volume and volatility in
the long term, due to the absence of noise traders and liquidity traders in the long run. These findings are helpful for investors and policymakers as
they contribute to better forecast the trading volume and price volatility during turbulent and calm periods and over several investment horizons.

CO0735: Forecasting low-frequency return density using high-frequency information: MC simulation and FAR

Presenter: Minjoo Kim, University of Glasgow, United Kingdom

Motivated by a stylized fact that intraday returns can provide additional information on the distribution of daily returns, we propose a novel
forecasting framework combining MC simulation and Function Autoregressive Model (FAR) of nonparametric density functions. First, we simulate
daily returns by a continuous-time data generating process (DGP). We estimate the DGP using intraday returns and it simulates daily returns. We
then approximate the empirical density function of simulated daily returns relying on the nonparametric density estimator. We replicate this
procedure for each day and the empirical densities are used as a functional sample. The advantage of this approach is that the continuous-time
filter is able to control serial dependence often observed in the intraday data. Next, we simulate daily returns without requiring specific distribution
family on the intraday returns. This MC stimulation is the most popular and standard in the financial engineering literature. Second, we apply
FAR to the empirical densities. Based on the in-sample estimation, we forecast a daily return density function. The forecast can provide various
information on the financial risk such as extreme event, event probability and interval. Finally, we evaluate our approach by both simulation study
and empirical evaluations. Furthermore, we introduce its usage in financial applications.
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C00326: Analysing market volatility dynamics: Evidence from a latent factor-based regime-switching continuous-time model

Presenter:  Jie Cheng, Xi-an Jiaotong-Liverpool University, China

Co-authors: Ruijun Bu

Understanding the volatility dynamics is crucial for derivative pricing, financial investment, and risk management. We analyze the behavior of the
S&P 500 Volatility Index(VIX) by a novel latent-factor based regime-switching continuous-time approach. We assume that in each regime the VIX
follows a continuous-time, nonlinear and non-Gaussian diffusion process and that the switching between regimes is driven by a latent time series
potentially correlated with volatility shocks. Our focus is on the nonlinearity, long-run and short-run behaviors in the regime-dependent dynamics
of the VIX, the endogeneity in regime changes, and finally the potential determinants of regime changes. Evidence from the VIX data at various
frequencies all confirmed clear presence of endogenous regime-switching effects predominantly aecting the short-run behavior (i.e. the volatility)
of VIX and also strong nonlinearity in its regime-dependent dynamics. To understand what is driving the regime changes and to what extent,
we investigate the potential composition of the extracted regime-driving latent process by considering several regressions on a large dimension of
market variables. Relying on several dimension reduction techniques, we find that as much as 40-65 percent of the variations in the latent process
can be explained by observable economic and financial variables.

CO387 Room 111 PERSISTENCE AND ASYMMETRIES IN FINANCIAL TIME SERIES Chair: Josu Arteche

CO0786: Outliers and misleading leverage effects in asymmetric GARCH-type models

Presenter: Ana Perez Espartero, University of Valladolid, Spain

Co-authors: Angeles Carnero

It is known that outliers could mislead the estimation of both parameters and volatilities in symmetric GARCH models. We face the problem of how
outliers affect the parameter estimation and test of significance in asymmetric GARCH models where the volatility response is different depending
on the sign of past returns. We analyze the impact of positive and negative outliers on the leverage effect estimates in the context of the Threshold
GARCH model. Different estimation methods are compared: Gaussian quasi-maximum likelihood (QML), quasi-maximum likelihood based on
maximizing the Student likelihood and Least Absolute Deviations Estimation. We also look at the impact of outliers on testing the significance of
the leverage effect parameter, when the usual z-test and the Likelihood Ratio test are used. As expected, inference based on Gaussian QML can be
severely distorted by even a single outlier. Moreover, the presence of two consecutive outliers could lead to estimating either spurious asymmetries
or asymmetries of the wrong sign and could make the tests fail to reject the null of no leverage effect even for moderately large samples. However,
inferences based on robust estimators are more reliable. We illustrate these results with a series of daily DJIA returns.

CO0610: A robust LM test for long memory

Presenter: Michael Will, Leibniz University Hannover, Germany

Co-authors: Matei Demetrescu, Philipp Sibbertsen

Existing statistical tests for long memory in general require the assumption of at least conditional homoskedasticity in the error terms of the data
generating process. Furthermore many parametric or frequency-domain based procedures display heavy size distortions if the analyzed model
is misspecified. Therefore, we propose a nonparametric time-domain based test for long memory. Our test is of the Lagrange Multiplier type
and therefore does not require any estimation of the memory parameter under the null. Due to its nonparametric nature, it does not require any
specification of a model, making it robust to the influence of short-run dynamics. Moreover it displays robustness to conditional and unconditional
heteroskedasticity (nonstationary volatility) in the error terms of the data generating process of quite general form. We illustrate the performance
of our test by comparing it to other existing testing procedures in the literature via Monte Carlo simulation.

CO0615: Assessment of Value-at-Risk estimation of long and short-memory GARCH-class using filtered historical simulation methods
Presenter:  Pilar Grau, Universidad Rey Juan Carlos, Spain

The use of both filtered historical simulation and bootstrap filtered historical simulation of Value-at-Risk (VaR) is proposed under different realistic
generating processes that include short and long-memory. Various non-linear short and long-memory GARCH-class under three different density
function, Gaussian, Student and skewed Student are used to evaluate the predictive performance of the method. Additionally, daily data on three
well known active stock indices are used to empirically evaluate the VaR estimates. The predictive performance is evaluated in terms of different
criteria, such as the tests of unconditional and conditional coverage and the independence test. Results from different models specifications and
methods are ranked showing that VaR using bootstrap filtered historical simulation under long-memory GARCH-class models outperforms over
short memory ones.

CO0456: Estimation of the volatility in SV models using singular spectrum analysis

Presenter:  Josu Arteche, University of the Basque Country, Spain

Co-authors: Javier Garcia

One of the main difficulties that Stochastic Volatility models have to face when applied to financial time series is estimating the in-sample volatility.
To solve this problem,a non-parametric strategy based on Singular Spectrum Analysis is proposed. Its main advantage is its generality because it
does not impose any parametric restriction on the volatility component: only some spectral structure is needed to identify it separately from noisy
components. Its convincing performance is shown in an extensive MonteCarlo analysis that includes stationary and nonstationary long memory,
short memory and level shifts in the volatility component, which are models often used for financial time series. Its applicability is finally illustrated
in a daily Dow Jones Industrial index series and an intraday series from the Spanish Ibex35 stock index.

CO487 Room 107 BUSINESS CYCLE ANALYSIS AND FORECASTING Chair: Gian Luigi Mazzi

CO0422: The evolution of regional economic interlinkages in Europe

Presenter: Ana Gomez-Loscos, Bank of Spain, Spain

Co-authors: Lola Gadea, Danilo Leiva-Leon

Changes, across time and space, in the synchronization of European regional business cycles are analyzed, and the role that the sectoral composition
has played in explaining such changes is investigated. Motivated by the lack of high frequency data at the regional level, we propose a new method
to measure time-varying synchronization in small samples that combines regime-switching models and dynamic model averaging. Our main
findings can be summarized as follows: (i) in only two years the Great Recession synchronized Europe twice more that what the European Union
process did in decades, (ii) Ile de France is the region acting as main channel in the transmission of business cycles shocks in Europe, (iii) increases
in regional sectoral composition similarity have a positive eect on business cycles synchronization, only for regions that already experience high
levels of similarity in their productive structure, and in particular, after the Great Recession.

CO0469: Stochastic processes in discrete and continuous time

Presenter:  Stephen Pollock, University of Leicester, United Kingdom

The relationship is considered between discrete-time ARMA models and the corresponding stochastic differential equations in continuous time.
The precise relationship depends on the assumptions that are made regarding the forcing function. In the classical theory of stochastic differential
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equations, the forcing function is a continuous-time white-noise process, which is derived from the increments of a Weiner process that is unbounded
in frequency. We develop a theory that accommodates forcing functions that are limited in frequency. The forcing function of a discrete-time
ARMA model is limited in frequency to the Nyquist interval [—p;, p;], where the frequency is measured in radians per unit interval. A one-to-one
correspondence with a continuous model can be established. A continuous trajectory is created by replacing the sequence discrete-time ordinates by
a superposition of suitably scaled sinc functions at unit displacements. The stochastic differential equation for such a frequency-limited continuous-
time process can be derived readily. An application to business-cycle analysis is presented.

CO0931: Structural analysis using factor augmented VARs and three-pass regression filters

Presenter: Anindya Banerjee, University of Birmingham, United Kingdom

Co-authors: Massimiliano Marcellino, Igor Masten

A new approach is proposed to sign-restriction-based identification of structural shocks in FAVAR models. Using a new method to estimate factors
called the three-pass regression filter (3PRF), sign restrictions are imposed on the responses of industrial production (IP) and consumer price index
(CPI) in the first twelve months following a monetary policy (MP) shock. Each of the N variables in our U.S. dataset is then used individually as a
proxy for the 3PRF factors and for each of these proxies up to seven factors are extracted and used in a BBE-type FAVAR model. From the models
satisfying the sign restrictions we attempt to obtain the one that is most representative. We observe that the impulse responses of non-sign-restricted
variables are in accord with economic intuition. Moreover, the adjustment of prices seems to be much faster (and without permanent effect on the
price level) than in BBE or similar studies. A further step of our analysis compares the 3PRF responses with impulse responses based upon one to
seven factors estimated from standard principal component analysis (PCA). The responses of IP are quite similar under both approaches but price
puzzles emerge when looking at the responses of CPI using PCA. Looking through 3PRF lenses we argue that adding more information which may
be irrelevant leads to biased responses and erroneous identification of shocks.

CO1105: A multivariate system of turning points detection for all Euro area countries

Presenter: Rosa Ruggeri Cannata, European Commission, Luxembourg

Co-authors: Gian Luigi Mazzi, Monica Billio

The recent 2008-2009 financial and economic crises, as well as the 2012-2013 recessions, have shown the importance of having an accurate system
able to detect, almost in real-time, the occurrence of turning points. At the Euro area level, such a system has been developed by Eurostat in the last
years and then extended to the largest Euro area economies. Nevertheless, the increasing idiosyncratic behaviour among the Euro area economies,
started around 2008, does not guarantee that concentrating our attention to the euro area as a whole, or to its largest economies, provides a reliable
picture of the cyclical situation. For this reason, we have decided to extend our turning points detection system to all Euro area countries starting
from the same multivariate Markov-Switching based model. The main problems and challenges encountered when extending our system to all
Euro area countries are discussed in details. In particular, we are focusing on data availability problems, on the complexity of properly identifying
cyclical movements for small and very open economies, as well as on the short span of available data, at least for some countries.

CC735 Room 109 CONTRIBUTIONS IN MACROECONOMETRICS AND TIME SERIES I Chair: Thanasis Stengos

CC1457: Evolving macroeconomic dynamics: A time-varying structural approach

Presenter: Michael Ellington, University of Liverpool, United Kingdom

Co-authors: Costas Milas

A comprehensive reduced—form and structural analysis of evolving macroeconomic dynamics is provided using theoretically founded Divisia
money aggregates and a time-series spanning the Great Recession. We fit a Bayesian time-varying parameter VAR model with stochastic volatility
to US and UK data from 1979 to 2015. Models using Divisia money growth rates pseudo-forecast GDP growth and inflation with a higher
precision than simple-sum aggregates up to a 2-year horizon. Structural variance decompositions reveal that monetary policy shocks during the
Great Recession contribute the lion’s share of variation in real GDP growth and inflation volatility.

CC1642: Frequency response analysis of monetary policy transmission

Presenter: Lubos Hanus, Charles University, Czech Republic

Co-authors: Lukas Vacha

A new approach is considered to look at the effects of economic shocks to dynamics of economic systems. We analyse the widely known phe-
nomenon of price puzzle in a time-varying environment using the frequency decomposition. We use the frequency response function to measure
the power of a shock transferred to different economic cycles. Considering both the time-variation of the system and frequency analysis, we can
quantify the dynamics of shocks at given time and over frequencies and thus reveal policy implications the system can provide. While studying the
monetary policy transmission of the U.S., the empirical evidence shows that low-frequency cycles are prevalent, however, their amplitudes vary
significantly in time.

CC1517: Measuring interconnectedness between financial institutions with Bayesian time-varying vector autoregressions

Presenter: Marco Valerio Geraci, Universite libre de Bruxelles, Belgium

Co-authors: Jean-Yves Gnabo

A market-based framework is proposed that exploits time-varying parameter vector autoregressions to estimate the dynamic network of financial
spillovers. We apply it to financials listed in the Standard & Poor’s 500 index and uncover interesting features at the individual, sectorial and system
wide level. This includes a gradual decrease in interconnectedness after the crisis, not observable using the classical rolling window approach, and
more stable interconnectedness-based rankings that can be used for monitoring purposes.

CC0401: Endogenous monetary-fiscal regime change in the United States

Presenter: Boreum Kwak, Martin Luther University Halle-Wittenberg and Halle Institute for Economic Research, Germany

Co-authors: Yoosoon Chang

U.S. monetary and fiscal policy regime interactions in a regime switching model are estimated where regimes are represented by endogenous latent
policy factors. Policy regimes interact strongly: shocks that switch one policy from active to passive tend to induce the other policy to switch from
passive to active, consistent with existence of a unique equilibrium. In some periods, though, both policies are active and government debt grows
rapidly. We also observe relatively strong interactions between monetary and fiscal policy regimes after the recent financial crisis. Latent policy
regime factors exhibit patterns of correlation with macroeconomic time series, suggesting that policy regime change is endogenous.
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EO139 Room 207 RECENT DEVELOPMENTS OF STATISTICAL METHODS FOR COMPLEX LONGITUDINAL DATA  Chair: Yanqing Sun

EO0164: Regression analysis of mixed and incomplete recurrent event data

Presenter:  Jianguo Sun, University of Missouri, United States

Event history studies occur in many fields including economics, medical studies, and social science. In such studies concerning some recurrent
events, two types of data have been extensively discussed in the literature. One is recurrent event data that arise if study subjects are monitored or
observed continuously. In this case, the observed information provides the times of all occurrences of the recurrent events of interest. The other
is panel count data, which occur if the subjects are monitored or observed only periodically. This can happen if the continuous observation is too
expensive or not practical, and in this case, only the numbers of occurrences of the events between subsequent observation times are available. We
discuss a third type of data, a mixture of recurrent event and panel count data and present an estimating equation-based approach for regression
analysis of the data.

EO0339: Fused lasso with the adaptation of parameter ordering in combining multiple studies with repeated measurements

Presenter: Lu Wang, University of Michigan, United States

Co-authors: Fei Wang, Peter Song

Combining multiple studies is frequently undertaken to increase sample sizes for statistical power improvement. We consider repeated measure-
ments collected in several similar studies with potentially different variances and correlation structures. It is of great importance to examine whether
there exist common parameters across study-specific marginal models so that simpler models, sensible interpretations, and meaningful efficiency
gain can be obtained. We develop a new method of fused lasso with the adaptation of parameter ordering (FLAPO) to scrutinize only adjacent-pair
parameter differences, leading to a substantial reduction for the number of involved constraints. Our method enjoys the oracle properties as does
the full fused lasso based on all pairwise parameter differences. We show that FLAPO gives estimators with smaller error bounds and better finite
sample performance than the full fused lasso. We also establish a regularized inference procedure based on bias-corrected FLAPO. We illustrate
our method through both simulation studies and an analysis of HIV surveillance data collected over five geographic regions in China, in which the
presence or absence of common covariate effects is reflective to relative effectiveness of regional policies on HIV control and prevention.

EO0652: Dynamic predictions of disease comorbidity using longitudinal Big Data from EHR systems

Presenter: Hulin Wu, University of Texas Health Science Center at Houston, United States

An EHR database with big clinical record data from millons of people is used to develop dynamic prediction models for disease comorbidity.
This Big Data modeling process involves several steps, which includes: 1) identifying and extracting the right data from the large database; 2)
establishing a directed-graph causal network for disease comorbidity; 3) dealing with incomplete data; 4) using variable selection approaches to
identify significant predictors for high-dimensional longitudinal data with high rate of missing; 5) model comparisons; and 6) result evaluation
and validation. Each of these steps requires sophisticated or novel statisitcal methods. We will introduce this multi-disciplinary research project
and discuss novel statistical methodologies, in particular, some new thoughts on how to use the novel Big Data concept in practice to produce big
impact and big number of scientific findings.

EO0806: Individualized subgroup variable selection

Presenter:  Annie Qu, University of Illinois at Urbana-Champaign, United States

A novel individualized variable selection method is proposed which performs coefficient estimation, subgroup identification and variable selection
simultaneously. In contrast to traditional model selection approaches, an individualized regression model allows different individuals to have
different relevant variables. The key component of the new approach is to construct a separation penalty which utilizes cross-subject information
and assumes that within-group subjects share the same homogeneous effect. This allows us to borrow information from subjects within the same
subgroup, and therefore improve the estimation efficiency and variable selection accuracy for each individual. Another advantage of the proposed
approach is that it combines the strengths of homogeneity and heterogeneity in modeling, and therefore enhances prediction power. We provide
theoretical justification for the proposed approach, and propose an effective algorithm to achieve an individualized variable selection. Simulation
studies and an application to HIV longitudinal data illustrate comparisons of the new approach to existing penalization methods.

EO157 Room S23 RISK MEASURES: THEORETICAL AND PRACTICAL ASPECTS Chair: Elena Di Bernardino

EO0207: Extreme estimation of multivariate return levels based on maximization problems

Presenter: Fatima Palacios Rodriguez, University of Seville, Spain

Co-authors: Elena Di Bernardino

The classic univariate risk measure in environmental sciences is Refurn Level. The return level is the quantile x,, which expresses the magnitude
of the event that is exceeded with a probability equal to p, with p = 1/T (T is called the return period). Since an individual risk may strongly
be affected by the degree of dependence amongst all risks, it is gaining ground the need of providing multivariate return levels. In contrast to the
univariate case, the return level definition in the multivariate setting presents some troubles. Particularly, the multivariate return level was previously
defined as the vector that maximizes a weight function given that the risk vector belongs to a given critical layer of its joint multivariate distribution
function. We provide the explicit expression of the aforementioned multivariate return level and we estimate the measure by using extreme value
theory techniques. The consistency of the proposed estimators is studied. In addition, the performance of the proposed estimators is evaluated on
simulated data and on hydrological real dataset.

EO0757: Estimation of directional multivariate extremes at high level

Presenter: Raul Andres Torres Diaz, Universidad Carlos III de Madrid, Spain

Co-authors: Elena Di Bernardino, Henry Laniado Rodas, Rosa Lillo

In extreme value analysis, the research is focused on the quantification of the multivariate risk outside of the observable sampling zone; that is
the meaning of a region of interest located at high levels. An out-sample estimation method is provided for the recently introduced Directional
Multivariate Quantiles. The asymptotic normality of the proposed estimator is derived. Finally, the methodology is illustrated with simulated
examples for which the theoretical directional multivariate quantiles are known and also an application to real data is shown.

EO1186: Expectiles, omega ratios and stochastic ordering

Presenter:  Fabio Bellini, University of Milano-Bicocca, Italy

Co-authors: Bernhard Klar, Alfred Mueller

The expectile order is introduced, defined by X <, Y if eq(X) < eq(Y) for each a € (0,1), where ey, denotes the a-expectile. We show that the
expectile order is equivalent to the pointwise ordering of the Omega ratios, and we derive several necessary and sufficient conditions. In the case
of equal means, the expectile order can be easily characterized by means of the stop-loss transform; in the more general case of different means we
provide some sufficient conditions. In contrast with the more common stochastic orders such <y and <., the expectile order is not generated by a
class of utility functions and is not closed with respect to convolutions. As an illustration, we compare the <y, <., and <, orders in the family of
Lomax distributions.
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EO1297: Estimating covariate functions associated to multivariate risks: A level set approach

Presenter: Thomas Laloe, LJAD - Universite de Nice, France

Co-authors: Elena Di Bernardino, Remi Servien

The aim is to study the behavior of a covariate function in a multivariate risks scenario. The first part deals with the problem of estimating the
c-upper level sets L(c) = {F(x) > c}, with ¢ € (0,1), of an unknown distribution function F on R%. A plug-in approach is followed. We state
consistency results with respect to the volume of the symmetric difference. In the second part, we obtain the Lj-consistency, with a convergence
rate,for the regression function estimate on these level sets L(c). We also consider a new multivariate risk measure: the Covariate-Conditional-Tail-
Expectation. We provide a consistent estimator for this measure with a convergence rate. We propose a consistent estimate when the regression
cannot be estimated on the whole data set. Then, we investigate the effects of scaling data on our consistency results. All these results are proven
in a non-compact setting. A complete simulation study is detailed and a comparison with parametric and semi-parametric approaches is provided.

EO173 Room 217 DETERIORATION MODELS FOR RELIABILITY Chair: Sophie Mercier

E00223: Log-concavity for shock models with applications in inventory models

Presenter: Carmen Sanguesa, University of Zaragoza, Spain

Results concerning log-concavity of the distribution function in compound distributions are presented. Compound distributions refer to the dis-
tribution of sums of independent random variables, in which the number of summands is random. These results will be applied to shock models,
in which the number of summands represent the number of shocks to a device in a given interval. For the proof of the main results, reliability
properties of the individual shocks, as well as reliability properties of the the counting process describing the arrivals of shocks will be taken into
account. These results can be also applied to insurance models (in which the compound distribution represents the losses of an insurance company),
as well as to inventory model (cumulative demand). In particular, it is shown how the results can be applied to generalize results concerning the
quasi-convexity of the cost function in certain inventory models, by considering a random lead-time (delay between orders and supplies).

EO0494: Where statistical tools are unable to choose between two degradation models based on different physical assumptions

Presenter: Massimiliano Giorgio, Second University of Naples, Italy

Co-authors: Gianpaolo Pulcini

The gamma process is often used to describe degradation processes where the degradation growth does not depend on the current degradation level
but at most on the current age. In particular, the gamma process with random scale parameter is often used to describe degradation phenomena in
presence of random effects. We introduce a new degradation process, the Transformed Beta (TB) process, where the degradation growth depends
on both the current age and degradation level. Then, we show that the likelihood function relative to degradation data under the assumption that
the degradation process is gamma with gamma-distributed (random) scale parameter, is the same as the likelihood function under the assumption
that the process is TB without random effects. In particular, we show that the distribution of the degradation increment during a future time interval
under the above two alternatives is the same, and hence the residual reliability and the mean residual lifetime are the same. However, if the unit is
subject to a so-called imperfect maintenance, where the current degradation level is assumed to be lowered through an age reduction model, then
the distribution of the degradation growth under the two alternatives is no longer the same, and hence an inappropriate degradation model produces
wrong estimates of residual reliability and mean lifetime. Finally, a numerical application shows the errors produced by a wrong model when the
unit is imperfectly maintained.

EO0643: Computational tools for the calculus of some performance measures in a degradation system

Presenter: Inma Torres Castro, University of Extremadura, Spain

Performance measures are used in various stages of the system life cycle to measure the system behaviour. From a mathematical point of view,
Markov models with finite state spaces are commonly used tools for the evaluation of these transient performance measures. For Markov models,the
holding times are exponentially distributed which eases the calculus of the performance measures. However, the assumption of exponential holding
times is often too restrictive. Considering more general holding-times leads to semi-Markov processes, which are less amenable to analyze but
provide more flexible models. The functioning of a degradation process subject to a maintenance program is evaluated. The degradation of this
system is modelled using a gamma process. A gamma process is a stochastic process with independent, non negative gamma distributed increments.
The functioning of the system is described as a semi-regenerative process with continuous state space. To evaluate the performance of this system,
some transient performance measures are calculated. These performance measures fulfill Markov renewal equations. To solve these Markov
renewal equations, a numerical method that combines numerical integration, interpolation techniques and Monte Carlo simulation is used. The
accuracy of this numerical method is analyzed by making comparisons with the results obtained by using strict Monte Carlo simulation.

EO00923: Some advancements on degradation empirical models for reliability evaluation of solid oxide fuel cells

Presenter: Fabio Postiglione, University of Salerno, Italy

Solid oxide fuel cells (SOFCs) are electrochemical devices working at high temperature and producing electricity with high efficiency. An important
open issue of this promising technology is the characterization of the degradation process. Being a direct observation of degradation phenomena
difficult to implement, indirect performance indicators based on voltage measurements are frequently adopted, that are influenced also by the
temperature of the furnace containing the cells. The voltage measurements collected during degradation tests on SOFC stacks can be effectively
modelled by empirical random-effects regression models. They allow us to describe the variability components present in the measurements, such
as the slow decay of voltage over time of each single cell of the stack, the variability of voltage decay among cells, and the fluctuations of voltage
due to experimental noise and lack of fit, depending also on the temperature fluctuations. Some advancements are introduced on the available
degradation empirical models in order to cope with correlation structure induced by temperature. Point and interval estimates are also derived for
some performance measures of interest, for instance the prediction of cell voltage and the reliability function. Finally, the proposed methodology
is applied to a real degradation test of a SOFC prototype.

EO215 Room 006 SOFTWARE FOR HIGH-PERFORMANCE AND BIG-DATA STATISTICS AND MACHINE LEARNING Chair: Alireza Mahani

EO00240: Combining data and task parallelism in big-data analytics platforms

Presenter: Asad Hasan, Sentrana Inc, United States

Co-authors: Syeed Mansur, Alireza Mahani

Open-source software platforms such as Apache Spark are motivated by a desire to produce scalable performance for big-data analytics using
commodity servers connected via an unreliable network. As such, these platforms focus on data parallelism to achieve scalability. Two factors,
however, necessitate a revision of this framework: 1) Rising core count and available RAM per compute node means larger and larger data sets
can be efficiently parallelized within each node, 2) In most machine learning applications such as cross-validated tuning and model diagnostics
there is ample opportunity for task parallelism, with longer execution times and less need for synchronization. Both of these properties lead to
better performance scaling compared to a pure data parallelism approach. We present evidence supporting our claim that, generally speaking, task
parallelism - where available - is the preferred mode compared to data parallelism, unless data sizes exceed RAM per compute node. We also
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discuss ways to combine task and data parallelism in Apache Spark, and highlight the resulting performance improvement as well as limitations of
current solutions.

EO0634: HiCMA: Hierarchical computations on manycore architectures

Presenter: Hatem Ltaief, KAUST, Saudi Arabia

The Hierarchical Computations on Manycore Architectures library (HICMA) aims to tackle the challenge that is facing the linear algebra com-
munity due to an unprecedented level of on-chip concurrency, introduced by the manycore era. HICMA is a high performance numerical library,
which implements hierarchical numerical algorithms (e.g. matrix computations, eigenvalue decomposition, H-matrix, FMM, etc.) on emerging
architectures. The hierarchy expression of the algorithms allows the enhancement of data locality (communication-reducing), while still ensuring
embarrassingly parallel workloads (synchronization-reducing). The core idea is to redesign the numerical algorithms and to formulate them as
successive calls to hierarchical computational tasks, which are then scheduled on the underlying system using a dynamic runtime system to ensure
load balancing. The algorithm is then represented as a Directed Acyclic Graph (DAG), where nodes represent hierarchical tasks and edges show
the data dependencies between them. Performance assessment on spatial statistics applications will be highlighted.

EO1182: High-performance maximum likelihood estimation of multinomial logit regression for big-data applications

Presenter: Alireza Mahani, Sentrana Inc, United States

Co-authors: Asad Hasan

Multinomial logit regression (MLR) is a popular framework for discrete choice analysis in statistical and econometric settings, as well as a multi-
label classifier in machine learning applications. While smoothness and concavity of the log-likelihood functions of MLR models allows Newton
optimization to be applied for Maximum-Likelihood (ML) estimation of coefficients, naive implementations suffer from long computation times
and high memory consumption. We discuss several strategies for high-performance ML estimation of MLR models that rely on the unique structure
of the Hessian matrix of the log-likelihood function. These strategies fall under two broad categories. First in the context of Newton optimization,
we show a strategy of exploiting the Hessian structure that improves computation efficiency by over an order of magnitude in terms of running time
and memory. Second, we propose an algorithm for efficiently computing the product of an implicit representation of the Hessian matrix with an
arbitrary vector. We show that when used in an inexact Newton procedure this method gives a further speedup that is proportional to the number of
model covariates. Finally we also present efficient parallelized versions of both our algorithms.

EO0930: The Yin-Yang method for merging parallel MCMC output, with application to Austrian stroke data

Presenter: Alexandra Posekany, Danube University Krems, Austria

Co-authors: Sylvia Fruehwirth-Schnatter

In many applied fields like economics and medical statistics large amounts of data are available, leading to a growing interest of applied Bayesian
researchers and machine learners in approaches which split big data into subsets, performing inference independently in parallel and then merge
these outputs. Often these data are too large for a single analysis due to the computational burden. This led to the development of approaches for
combining parallelly obtained inference results, e.g. samples from posterior distributions, and subsequently obtaining a joint result which recovers
the full posterior distribution and resulting posterior estimators or decisions. We propose the Yin-Yang sampler, a mathematically well-founded
approach merging two samples from posterior distributions inferring different data partitions. Correcting for reusing the same prior for each subset
instead of only once for the full data set is the key notion of our method. Sequential usage of Yin-Yang sampling steps retains the joint posterior from
separate subsamples’ posteriors for any given number of reasonably large subsets which have to contain enough information for sound inference
results. To demonstrate our approach, we provide several simulation studies. In addition, we add a medical statistics application using the Austrian
stroke unit data set which contains observations of more than 550 variables for over 130000 patients.

EO167 Room S24 BIG DATA ANALYTICS AND ITS APPLICATIONS IN BIOMEDICINE Chair: Yi Li

EO0274: Classification with ultrahigh-dimensional features

Presenter: Yi Li, University of Michigan, United States

Although much progress has been made in classification with high-dimensional features, wherein the features much outnumber the sample size,
defies most existing work. A novel and computationally feasible multivariate screening and classification method is introduced for ultrahigh-
dimensional data. Leveraging inter-feature correlations, the proposed method enables detection of marginally weak and sparse signals and recovery
of the true informative feature set, and achieves asymptotic optimal misclassification rates. We also show that the proposed procedure provides
more powerful discovery boundaries compared to previous ones. The performance of the proposed procedure is evaluated using simulation studies
and demonstrated via classification of patients with different post-transplantation renal functional types.

EO0286: Smoothing spline mixed-effects density models for clustered data

Presenter: Yuedong Wang, University of California - Santa Barbara, United States

Smoothing spline mixed-effects density models are proposed for the nonparametric estimation of conditional density functions with clustered data.
The random effects in a density model introduce within-cluster correlation and allow us to borrow strength across clusters by shrinking cluster
specific density function to the population average, where the amount of shrinkage is decided automatically by data. Estimation is carried out
using the penalized likelihood and computed using a Markov chain Monte Carlo stochastic approximation algorithm. We apply our methods to
investigate evolution of hemoglobin density functions over time in response to guideline changes on anemia management for dialysis patients.

EO1380: Interaction selection and screening for high dimensional data

Presenter: Hao Zhang, University of Arizona, United States

The topic of identifying important interaction effects for high dimensional data is investigated. New and scalable methods are developed for both
interaction selection and screening, with or without the hierarchy-preserving constraint. Both theoretical and numerical results are presented.

EO1381: Measurement error case series model of infection-cardiovascular risk: Application to database of patients on dialysis

Presenter:  Danh Nguyen, University of California, Irvine, United States

The accumulation of patient data across practices over time provides a rich source of patient-level data to design and conduct population-based
studies. Examples include national registries, electronic medical data and medical claims linked across health systems, and adverse events reporting
systems of adverse drug reactions. We introduce the case series method and discuss its use for big data analytics in biomedicine. As an example,
an application of the measurement error case series method (MECS) using the national registry, United States Dates Renal Data System (USRDS),
which collects data on >99% of all patients in the U.S. is presented. Infection and cardiovascular (CV) disease are leading causes of hospitalization
and death in patients on dialysis. A challenge in modeling the infection-CV risk is that the exact time of infection onsets cannot be ascertained
based on hospitalization data. Only imprecise markers of the timing of infection onsets are available. The new MECS model is used to account
for measurement error in time-varying exposure onsets. We describe the general nature of bias resulting from estimation that ignores measurement
error and proposed a bias-correction method. Hospitalization data from the USRDS is used to illustrate the new method. The results suggest that
the estimate of the CV incidence following the 30 days after infections is substantially attenuated in the presence of infection onset measurement
error.
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EO541 Room 203 HIGH-DIMENSIONAL OR MULTIVARIATE FUNCTIONAL DATA ANALYSIS Chair: Juhyun Park

EO0333: Outlier detection of high dimensional data via dual rotations

Presenter:  Jeongyoun Ahn, University of Georgia, United States

Co-authors: Myung Hee Lee, Jung Ae Lee, Hee Cheol Chung

Despite the popularity of high dimension, low sample size data analysis, little attention has been paid to the outlier detection problem. We propose
a two-stage procedure to detect outliers for high dimensional data. The first step screens out pre-determined most outlying points one by one, based
on the distance between each data vector and the affine space generated by the remaining data. At the second step we test whether each of the
screened observations is significantly outlying or not. The reference values for the significance test are based on random rotations of the data in
the “dual" space. We show that the rotation procedure generates null data sets with the same volume as the original data, but without any outliers.
High dimensional asymptotics is used to justify the proposed remoteness measure. The proposed method shows superior performance with various
simulation settings compared to alternative approaches.

EO0690: Estimation of ecological networks from multidimensional functional data with optimal control

Presenter: Serge Barbosa, Telecom SudParis, France

Co-authors: Nicolas Brunel

Ecological interactions between species are classically inferred through the dynamics of the corresponding populations. Several mathematical
models can be used for identifying the structure of the global network, and characterizing the nature of the relationships (cooperation, competition),
from multidimensional time series (noisy and discretely) of potentially high dimension. We consider the generalized Lotka Volterra model that
remains a standard although simple ordinary differential equations model. Our aim is then to identify the interaction matrix in this ODE model
from a population of multidimensional time series, corresponding to various initial conditions and perturbations of the same network of species.
The main challenge is that the estimation of differential equations is often ill posed and the estimation is unstable and is notably affected by noise
and model misspecification. We propose a perturbation approach for designing a robust estimator to misspecification and we solve a trade off
between fidelity to data and to model by using optimal control, with an appropriate discretization scheme.We show on data coming from intestinal
microbiota that we can deal with the variability among multiple experiments and the potential modeling error of the Lotka Volterra model.

EO0736: Bayesian region selection in functional regression

Presenter: hongxiao zhu, Virginia Tech, United States

Co-authors: Yizhi Sun, Fengrong Wei

Detecting important regions in functional data has great significance in guiding decision-making. Although variable selection among multiple
functional predictors is by no means new, the selection of unknown regions within a functional object has been less studied. We propose a novel
Bayesian method for region selection in the framework of functional data regression. The selection of regions is achieved through encouraging
sparse estimation of the regression coefficient. Nonzero regions of the estimated coefficient function correspond to the selected regions. In
particular, we adopt compactly supported and potentially over-complete basis to capture local features of the regression coefficient function, and
assume spike-slab priors to coefficients of the bases functions. To encourage continuous shrinkage of nearby regions, we adopt an Ising hyper-prior
to take into account the neighboring structure of the bases functions, represented by an undirected graph. Posterior sampling is performed through
Markov chain Monte Carlo algorithms. We finally verify the practical performance by applying the proposed approach to the near-infrared and
sonar data.

EO1345: Smoothing of surfaces and spatial fields with anisotropy using penalties involving partial differential operators

Presenter: Laura Sangalli, Politecnico di Milano, Italy

Co-authors: Mara Sabina Bernardi, Michelle Carey, James Ramsay

Regression with partial differential regularization allows for the accurate estimation of surfaces or spatial fields starting from discrete and noisy
observations. We show that, in presence of spatial anisotropy, we can use the parameters of the partial differential operator in the roughness penalty
to estimate the direction and intensity of anisotropy.

EO017 Room 211 PREDICTIVE INFERENCE Chair: Fumiyasu Komaki

EO0337: Predictive density estimation: Recent results

Presenter:  Eric Marchand, Universite de Sherbrooke, Canada

The estimation of predictive densities and their efficiency as measured by frequentist risk is addressed. For Kullback-Leibler, alpha-divergence, L,
and L, losses, we review several recent findings that bring into play improvements by scale expansion, as well as duality relationships which lead
to the study of plug-in estimators. A range of models are studied and include multivariate normal, scale mixtures of normals, Gamma, as well as
models with restrictions on the parameter space.

EO0816: Relationship between minimax predictive densities under Kullback-Leibler risk and conditional regret

Presenter: Mutsuki Kojima, Mitsui Sumitomo Insurance Co., Ltd., Japan

The aim is to discuss the relationship between two minimax predictive densities. One is the Bayesian predictive density based on the latent
information prior (LIP) that is minimax under Kullback-Leibler risk, and the other is CNML3, one type of conditional normalized maximum
likelihood distributions (CNMLs) that is minimax under conditional regret. The Bayes projection of a predictive density, which is an information
projection of the predictive density on a set of Bayesian predictive densities, is considered. We prove that the Bayes projection of CNML3
(BPCNML3) is asymptotically identical to the Bayesian predictive density based on LIP. In addition, under several regularity conditions, we show
that BPCNML3 exactly coincides with the Bayesian predictive density based on LIP. Finally, we touch on the difference between CNML3 and the
Bayesian predictive density based on LIP.

EO0823: Minimax optimality of sparse Bayes predictive density estimates

Presenter:  Gourab Mukherjee, University of Southern California, United States

The problem of predictive density estimation is studied under Kullback-Leibler loss in ¢y sparse Gaussian sequence models. We propose a proper
Bayes predictive density estimate and establish its asymptotic minimaxity in sparse models. The minimax risks of predictive density estimates
based on popular spike and slab approaches are also studied. Comparing our proposed Bayes predictive density estimate with thresholding based
minimax optimal rules, we explain new similarities and contrasts with the parallel theory of point estimation of a multivariate normal mean under
quadratic loss.

EO0836: Improved simultaneous prediction intervals for autoregressive models
Presenter: Paolo Vidoni, University of Udine, Italy

The specification of well-calibrated multivariate prediction regions may be useful in time series applications, whenever the aim is to consider not
just one single forecast but a group of consecutive forecasts. However, the definition of multivariate prediction regions, having coverage probability
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closed to the target nominal value, is still a challenging problem both from the theoretical and the practical point of view. An important results on
improved multivariate prediction, based on higher-order asymptotic calculations, is reviewed. Although this solution is asymptotically superior to
the estimative one, which is simpler but it may lead to unreliable predictive conclusions, it is usually hard to apply, since it requires complicated
asymptotic expansions. A new asymptotically equivalent solution, giving improved simultaneous prediction intervals, is presented. It has a simple
and intuitive form and, when computations are hard to perform, it is readily available an approximation based on bootstrap simulation methods.
An application of this simpler bootstrap-based procedure to general autoregressive models is presented, focusing in particular on AR and ARCH
models.

EO035 Room 201 RECENT DEVELOPMENT IN NONPARAMETRIC STATISTICS AND ITS APPLICATIONS Chair: Xin Zhang

EO0398: On the estimation of ultra-high dimensional semiparametric Gaussian copula models

Presenter:  Qing Mai, Florida State University, United States

The semiparametric Gaussian copula model has wide applications in econometrics, finance and statistics. Recently, many have considered appli-
cations of semiparametric Gaussian copula model in several high-dimensional learning problems. We propose a slightly modified normal score
estimator and a new Winsorized estimator for estimating both nonparametric transformation functions and the correlation matrix of the semipara-
metric Gaussian copula model. Two new concentration inequalities are derived, based on which we show that the normal score estimator and the
new Winsorized estimator are consistent when the dimension grows at an exponential rate of the sample size. As demonstration, we apply our
theory to two high-dimensional learning problems: semiparametric Gaussian graphical model and semiparametric discriminant analysis.

EO1195: Nonlinear sufficient reductions

Presenter:  Efstathia Bura, The George Washington University, United States

Co-authors: Liliana Forzani

A methodology is developed for identifying and estimating sufficient reductions in regressions with predictors that, given the response, follow a
multivariate exponential family distribution. This set-up includes regressions where predictors are all continuous, all categorical or mixtures of
categorical and continuous. We derive and show that the minimal sufficient reduction comprises of linear and nonlinear functions of the predictors.
In particular, we consider the case of binary predictors, a common occurrence in fields like gene association studies, image processing, natural
language processing, social networks, and spatial statistics. We use the Ising model, an undirected graphical model, to model the binary predictors
and compute the minimal sufficient reduction. Our approach is compared with Reproducing kernel Hilbert spaces (RKHS)-based methods, the only
other methodology that computes nonlinear reductions.

EO1038: Sufficient directional forecasting using factor models

Presenter:  Wei Luo, Baruch College, United States

Co-authors: Lingzhou Xue, Jiawei Yao

Factor models have been widely used for forecasting in economical research. Instead of the traditional regression of the target response variable on
the factors, sliced inverse regression has been applied to further reduce the dimension of the factors, which enhances the accuracy of forecasting
while avoids the risk of model mis-specification. We apply directional regression for dimension reduction on the factors, which is more compre-
hensive than sliced inverse regression. In addition, we allow the dimension of the factors to increase with the sample size. Consequently, compared
to the previous approach, ours allows a larger number of factors in finite samples, and is applicable for a more general relationship between the
factors and the target response variable. We develop relative asymptotic theory, and conduct simulation studies and real data analysis to illustrate
the effectiveness of the proposed method.

EO0979: Subject-wise empirical likelihood inference in partial linear models for longitudinal data

Presenter:  Lianfen Qian, Florida Atlantic University, United States

Co-authors: Suojin Wang

In analyzing longitudinal data, within-subject correlations are a major factor that affects statistical efficiency. Working with a partially linear model
for longitudinal data, we consider a subject-wise empirical likelihood based method that takes into consideration the within-subject correlations to
estimate the model parameters efficiently. A nonparametric version of the Wilks’ theorem for the limiting distribution of the empirical likelihood
ratio, which relies on a kernel regression smoothing method to properly centered data, is derived. We also consider the estimation of the nonpara-
metric baseline function. A simulation study and an application are reported to investigate the finite sample properties of the proposed method and
compare it with the block empirical likelihood method. These numerical results demonstrate the usefulness of the proposed method.

EO195 Room 208 BAYESIAN MODELING AND APPLICATIONS Chair: Christopher Hans

EO0438: Quantifying discovery in astrophysics and particle physics

Presenter: David van Dyk, Imperial College London, United Kingdom

Co-authors: Sara Algeri, Jan Conrad, David Jones

The question of how best to compare models and select among them has dogged statisticians for decades. The difficulties with interpreting
p-values and the strong dependence of Bayes Factors on the choice of prior distribution are well known. We explore a class of non-standard
model comparison problems that are important in astrophysics and in high-energy physics. The search for the Higgs boson, for example, involved
quantifying evidence for a narrow component added to a diffuse background distribution. The added component corresponds to the Higgs mass
distribution and cannot be negative. Thus, not only is the null distribution on the boundary of the parameter space, but the added components
location is unidentifiable under the null. Because many researchers have a strong preference for frequency-based statistical methods, they employ
a sequence of likelihood ratio tests on a grid of possible null values of the unidentifiable location parameter. We compare this with a Bayesian
strategy that employs a prior distribution on the location parameter and show how this prior automatically corrects for the multiple testing inherent
in the standard method. The Bayesian procedure is significantly more conservative in that it avoids the well-known tilt of p-values toward the
alternative when testing a precise null hypothesis. Finally, we discuss the circumstance under which the dependence of the Bayes Factor can be
interpreted as a natural correction for multiple testing.

EO0465: Bayesian clustering of player styles for multiplayer games

Presenter: Shane Jensen, The Wharton School of the University of Pennsylvania, United States

Co-authors: Aline Normoyle

Empirical approaches to video game data are typically based solely on game outcomes, e.g. kills, deaths, and score for each player. We investigate
a method for clustering players based on how a players choices relate to outcomes, i.e. the latent player styles exhibited by players. Our approach
is based on a Bayesian semi-parametric clustering model with several advantages: the number of clusters is not specified a priori; the technique
can work with a very compact representation of each match; a player can belong to multiple clusters and hence can have a hybrid play style; and
the resulting clusters often have a straight-forward interpretation. We apply our method to multiplayer match logs from Battlefield 3 consisting of
over 1200 players and 500,000 matches.
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EO1165: Black box versus do-it-yourself methods for causal inference: Lessons learned from a data analysis competition

Presenter:  Jennifer Hill, New York University, United States

Co-authors: Vincent Dorie, Uri Shalit, Dan Cervone, Marc Scott

Statisticians have made great strides towards assumption-free estimation of causal estimands in the past few decades. However this explosion
in research has resulted in a breadth of inferential strategies that both create opportunities for more reliable inference as well as complicate the
choices that an applied researcher has to make and defend. Relatedly, researchers advocating for new methods typically compare their method
to (at best) 2 or 3 other causal inference strategies and test using simulations that may or may not be designed to equally tease out flaws in all
the competing methods. The causal inference data analysis challenge, Is Your SATT Where Its At?, launched as part of the 2016 Atlantic Causal
Inference Conference, sought to make progress with respect to both of these issues. The researchers creating the data testing grounds were distinct
from the researchers submitting methods whose efficacy would be evaluated. Results from over 30 competitors in the two parallel versions of the
competition (Black Box Algorithms and Do It Yourself Analyses) are presented along with post-hoc analyses that reveal information about the
characteristics of causal inference strategies that yielded stronger inferences under a variety of circumstances. The most consistent conclusion was
that the black box methods performed better overall than the user-controlled methods in all scenarios tested.

EO(0914: Analysis of ordinal non-numeric data: networks and causal inference

Presenter: Alexander Volfovsky, Duke University, United States

Many outcomes of interest in the social and health sciences are ordinal and do not have a meaningful scale. Frequently, analysis of these data relies
on one of two extremes: dichotomization to avoid scale issues or making assumptions that define a numeric scale. We demonstrate the pitfalls of
these approaches and develop Bayesian estimation procedures based on variants of the rank likelihood, a type of marginal likelihood that does not
depend on the unknown scale parameters of the data. We illustrate the wide applicability of rank likelihood methods on applications in network
analysis and causal inference.

EO101 Room S22 THE STEIN METHOD IN STATISTICS Chair: Christophe Ley

EO0441: Stein’s method for noncentral chi-squared approximation

Presenter:  'Yvik Swan, Universite de Liege, Belgium

Co-authors: Benjamin Arras, Gesine Reinert

A method is provided (including operators, characterization and bounds on the constants) for the noncentral chi-squared distribution. We apply our
theory to problems of noncentral chi-square asymptotic convergence.

EO0510: Monte Carlo integration using Stein’s method

Presenter: Francois-Xavier Briol, University of Warwick, United Kingdom

Co-authors: Chris Oates, Jon Cockayne, Mark Girolami

The recent surge in data available to scientists has led to an increase in the complexity of mathematical models, rendering them much more
computationally expensive to evaluate. This is a particular challenge for many tasks of interest such as making predictions or inferring parameter
values, since these will require the extensive use of numerical integration methods, which will tend to be slow due to the high computational costs.
A novel Monte Carlo integration scheme is introduced which makes use of properties of the integrand (e.g. smoothness or periodicity) in order
to obtain fast convergence rates in the number of integrand evaluations. Furthermore, we will demonstrate how Steins method can enhance this
scheme by also making use of properties and allow it to deal with un-normalised densities, which is a common problem in Bayesian computation.
The advantages of the proposed methodology will be illustrated on a Bayesian inverse problem for a PDE model of subsurface flow.

EO0520: Bounds for the normal approximation of the maximum likelihood estimator

Presenter: Andreas Anastasiou, The London School of Economics and Political Science, United Kingdom

The asymptotic normality of the maximum likelihood estimator (MLE) under regularity conditions is a long established and famous result. This is
a qualitative result and the assessment of such a normal approximation is the main interest. Stein’s method is partly used, which is a probabilistic
technique that can be used to explicitly measure the distributional distance between two distributions. Explicit upper bounds on the distributional
distance between the distribution of the MLE and the normal distribution are derived. First, the focus is on independent and identically distributed
random variables from both discrete and continuous single parameter distributions. The bounds are of order nl—1 /2). Furthermore, often the
MLE can not be obtained analytically. Even in such cases, optimal order bounds are given. The case of independent but not necessarily identically
distributed random vectors from multi-parameter distributions is also covered and specific examples are given. Going back to the single-parameter
setting a different approach to get an upper bound on the distributional distance of interest, based on the Delta method, is also developed. Finally,
the independence assumption can be relaxed and results for the case of locally dependent random variables are obtained.

EO0536: The geometry of spherical random fields: Theory and applications

Presenter: Maurizia Rossi, Universite du Luxembourg, Luxembourg

In modern Cosmology, Cosmic Microwave Background radiation is viewed as a single realization of a random field on the sphere; the investigation
of its statistical properties for instance, Gaussianity and isotropy - has attracted an enormous amount of attention in the last decade. In this frame-
work, asymptotic theory must be developed in the high-frequency (fixed-domain) sense; one is therefore interested in the geometrical properties
of random spherical eigenfunctions for large eigenvalues, such as the area of their level sets, as well as their EP characteristic and their boundary
length. Our results concern the limiting distribution of such geometric functionals; the proofs rely on a pervasive use of chaotic expansions as well
as Fourth Moment Theorems, which combine Stein’s method and Malliavin calculus on Wiener chaoses.

EO523 Room 101 INFERENCE AND APPLICATIONS OF DYNAMIC AND TIME-DEPENDENT NETWORKS Chair: Yulia Gel

EO0454: High-dimensional multivariate time series with additional structure

Presenter: Michael Schweinberger, Department of Statistics, Rice University, United States

High-dimensional multivariate time series are challenging due to the dependent and high-dimensional nature of the data, but in many applications
there is additional structure that can be exploited to reduce computing time along with statistical error. We consider high-dimensional vector
autoregressive processes with spatial structure, a simple and common form of additional structure. We propose novel high-dimensional methods
that take advantage of such structure without making model assumptions about how distance affects dependence. We provide non-asymptotic
bounds on the statistical error of parameter estimators in high-dimensional settings and show that the proposed approach reduces the statistical
error. An application to air pollution in the US demonstrates that the estimation approach reduces both computing time and prediction error and
gives rise to results that are meaningful from a scientific point of view, in contrast to high-dimensional methods that ignore spatial structure. In
practice, these high-dimensional methods can be used to decompose high-dimensional multivariate time series into lower-dimensional multivariate
time series that can be studied by other methods in more depth.
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EO0805: Latent space models for complex networks

Presenter: Aram Galstyan, USC Information Sciences Institute, United States

Studies of social systems have traditionally focused on analyzing networks induced by social interactions, while discarding rich contextual informa-
tion on nodes and their properties. At the same time, empirical evidence points to strong correlations between node attributes and their interactions.
We suggest a viable framework for analyzing attribute-rich and multi-modal social data based on latent space models. In this approach, each node
is assigned an unobserved (latent) position in some space, so that both the nodes attributes and their interactions depend on their coordinates in
this space. This shared latent space allows to capture observed correlations between the attributes and network structure. We perform extensive
experiments where the goal is predict missing links in a network using attributes, or predict user attributes based on network information, and
observe that the proposed method outperforms other baselines in both prediction tasks.

EO1350: Community change-point detection in time-dependent networks

Presenter: Leto Peel, UCLouvain, Belgium

Time-dependent networks are frequently used to represent complex systems in which dynamic interactions occur over time. Understanding if, when
and how such networks change over time can provide valuable insights into how complex systems evolve. However, the variation in individual
pairwise interactions can be hard to interpret and is often not particularly meaningful on its own. Instead, community detection can be used to
identify a more readily interpretable, coarse-grained representation of the system. We use a hierarchical model to capture stochastically equivalent
nodes across multiple resolutions and introduce an efficient spectral method for inferring the community assignment. We then apply methods from
statistical change-point detection to detect significant changes in the large-scale structure of the network. Finally, we demonstrate the real-world
changes identified in networks of resource transportation and social interactions.

EO1366: Anomaly detection in time-evolving networks using tensor spectrum

Presenter: Yulia Gel, University of Texas at Dallas, United States

In analysis of dynamic networks, one of the key tasks are anomaly detection. Its applications range from new gang formation to brain damages
to money laundering. Most of the currently available methods for anomaly detection have two disadvantages: either they focus only on two-
dimensional structures, that is, edges connecting pairs of nodes; or they neglect the important temporal dependence structure of change point
statistics in networks, which in turn leads to distorted false positive and false negative rates. We circumvent these problems by introducing a new
anomaly detection method based on tensor spectral characteristics. The new data-driven approach is distribution-free and allows to detect change
points in higher-order network motifs. We evaluate our new anomaly detection procedure on synthetic networks and benchmark case studies.

EO513 Room 204 MULTIVARIATE EXTREMES Chair: Miguel de Carvalho

EO0471: Angular volatility for multivariate extremes

Presenter: Miguel de Carvalho, The University of Edinburgh, United Kingdom

Co-authors: Simone Padoan

The angular volatility is proposed as a measure of the dynamics of extremal dependence over time. The building block for the notion of an-
gular volatility is that of a family of time-changing spectral densities of a multivariate extreme value distribution. For modeling, our preferred
implementation is through a stochastic volatility method which we fit through Bayesian methods.

EO0746: Bayesian inference for the extremal dependence

Presenter: Isadora Antoniano-Villalobos, Bocconi University, Italy

Co-authors: Giulia Marcon, Simone Padoan

A simple approach for modeling multivariate extremes is to consider the vector of component-wise maxima and their max-stable distributions.
The extremal dependence can be inferred by estimating the angular measure or, alternatively, the Pickands dependence function. A nonparametric
Bayesian model is proposed that allows, in the bivariate case, the simultaneous estimation of both functional representations through the use of
polynomials in the Bernstein form. The constraints required to provide a valid extremal dependence are addressed in a straightforward manner, by
placing a prior on the coefficients of the Bernstein polynomials which gives probability one to the set of valid functions. The prior is extended to the
polynomial degree, ensuring great modelling flexibility demonstrated through an analysis of the prior support. Although the analytical expression
of the posterior is unknown, inference is possible via a trans-dimensional MCMC scheme.

EOO0821: Flexible modeling of non-stationary spatial extremes over large heterogeneous regions using factor copula models

Presenter: Daniela Castro, King Abdullah University of Science and Technology, Saudi Arabia

Co-authors: Raphael Huser

In order to model complex dependence structures in spatial extremes, an approach is proposed based on factor copula models. The latter, which
can be seen as Gaussian location mixture processes, assume the presence of a common factor affecting the joint dependence of all measurements.
When the common factor is exponentially distributed, the resulting copula is asymptotically equivalent to the Husler-Reiss copula; therefore, the
so-called exponential factor model is suitable to capture tail dependence. Under the assumption of local stationarity, the exponential factor model is
used to model non-stationary extreme measurements over high thresholds. Inference is performed using a censored local likelihood. Performance
is assessed using simulation experiments, and illustrated using a daily rainfall dataset.

EO0956: Non linear models for extremal dependence

Presenter: Linda Mhalla, University of Geneva, Switzerland

Co-authors: Valerie Chavez-Demoulin, Philippe Naveau

The dependence structure of max stable random vectors can be characterized by its Pickands dependence function. In many applications such as
climatology, the extremal dependence measure varies with covariates (time, altitude, etc). A new flexible semi parametric method for the estimation
of non stationary multivariate Pickands dependence functions is developed. The proposed construction is based on an accurate max projection
allowing to pass from the multivariate to the univariate setting and to rely on the generalized additive modelling framework. The resulting estimator
of the Pickands function is regularized, in the bivariate case, using constrained median smoothing B splines and bootstrap confidence intervals are
constructed. Finally, the results from a simulation study are presented and the new methodology is applied to the U.S temperature dataset.
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EO0213 Room 214 BUILDING OPTIMAL EXPERIMENTAL DESIGNS Chair: Victor Casero-Alonso

EO0485: Methods of computing efficient exact designs based on optimal approximate designs

Presenter: Radoslav Harman, Comenius University in Bratislava, Slovakia

Co-authors: Lenka Filova

Computing optimal exact designs of experiments is a difficult problem of discrete optimization. A common solution is to use a “rounding”” method,
which first applies a rapid convex optimization procedure to obtain the so-called optimal approximate design, and then finds a “similar” exact
design. However, the existing rounding methods have significant limitations; for instance, the size of the required exact design cannot be smaller
than the number of support points of the optimal approximate design. Moreover, the existing rounding methods can only be applied under the
simplest constraints. We will propose two main ideas of how to overcome these limitations by using: 1) the integer linear programming applied to
an extension of the standard efficient rounding procedure, and 2) an integer quadratic programming to solve a problem resulting from a quadratic
approximation of the target optimality criterion in the neighborhood of the optimal approximate information matrix.

EO0621: Computing c-optimal designs for non-independent observations

Presenter:  Juan M Rodriguez-Diaz, University of Salamanca, Spain

c-optimality is one of the most employed optimality criteria. For a given model it looks for the design that minimizes the variance of the linear com-
binationof the parameters’ estimators given by vector c¢. c-optimal designs are needed when dealing with standardized criteria, and are frequently
used to check how good a design is for the estimation of each of the parameters of the model. The Elfving’s procedure for independent observa-
tions gives the idea of the procedure for correlated observations. Some results can be obtained for simple covariance structures; however when
moving from these situations the computations become harder. An analysis of covariance structures suitable for the application of the procedure is
performed, and its behavior will be illustrated with convenient examples.

EO1078: Some tools to measure the performance of adaptive dose finding experiments

Presenter:  Jose Moler, Universidad Publica de Navarra, Spain

Tools are presented to study the performance of adaptive designs in phases I or II of Clinical Trials. In the early phases of a clinical trial, the main
statistical target is to estimate a dose with a targeted percentage of toxicity or efficiency in the response variables. We analyze the way to combine
inferential and ethical criteria to evaluate the performance of some relevant adaptive procedures presented in the specialized literature. Finding
appropriate measures for these criteria is a challenging point which we deal with.

EO0876: Building optimal designs of experiments in multi-factor settings from their univariate counter-parts

Presenter: Rainer Schwabe, Otto-von-Guericke University Magdeburg, Germany

To use an optimal or, at least, efficient design is an essential precondition to perform a good experiment. Theoretical and numerical approaches to
generate optimal designs are well developed for regression models with a single explanatory variable. These can be used as bricks to build optimal
or efficient designs for more complicated situations. We start with a survey on the well-known result that product-type designs are optimal in
multi-factorial models with a complete interaction structure and are, at least, highly efficient for additive models when their marginals are optimal
in the corresponding univariate models with a single explanatory variable. We extend these findings to recent results for multivariate models of the
seemingly unrelated regression type and present an alternative approach for polypod designs in a multiple generalized linear model setup.

EO107 Room 209 RECENT ADVANCES IN COMPLEX DATA MODELING AND COMPUTATIONAL METHODS Chair: Tsung-I Lin

EO0539: Hypothesis test of a block compound symmetric covariance matrix for two-level multivariate data

Presenter: Anuradha Roy, The University of Texas at San Antonio, United States

Co-authors: Carlos Coelho

The purpose is to study the problem of testing the hypothesis of a block compound symmetry covariance matrix with two-level multivariate
observations, taken for m variables over u sites or time points. Through the use of a suitable block-diagonalization of the hypothesis matrix, it is
possible to obtain a decomposition of the main hypothesis into two sub-hypotheses. By using this decomposition it is then possible to obtain the
likelihood ratio test statistic as well as its exact moments in a much simpler way. The exact distribution of the likelihood ratio test statistic is then
analyzed. Because this distribution is quite elaborate, yielding a non-manageable distribution function, a manageable but very precise near-exact
distribution is developed. Numerical studies conducted to evaluate the closeness between this near-exact distribution and the exact distribution
show the very good performance of this approximation even for very small sample sizes. A real data example is presented and a simulation study
is also conducted.

EO0680: Likelihood-based inference for Tobit confirmatory factor analysis using the multivariate Student-s distribution

Presenter: Mauricio Castro, Universidad de Concepcion, Chile

Factor analysis models have been one of the most popular multivariate methods for data analysis among psychometricians, behavioral and educa-
tional researchers. But these models, originally developed for normally distributed observed variables, can be seriously affected by the presence of
influential observations and censored data. Motivated by this situation, we propose a likelihood-based estimation for a multivariate Tobit confir-
matory factor analysis model using the Student-z distribution (z-TCFA model). An EM-type algorithm is developed for computing the maximum
likelihood estimates, obtaining as a byproduct the standard errors of the fixed effects and the exact likelihood value. Unlike other approaches
proposed in the literature, our exact EM-type algorithm uses closed form expressions at the E-step based on the first two moments of a truncated
multivariate Student-¢ distribution with the advantage that these expressions can be computed using standard statistical software. The performance
of the proposed methods is illustrated through a simulation study and the analysis of a real dataset of early grade reading assessment test scores.

EO0797: Reduced rank analysis in GMANOVA-MANOVA models

Presenter: Tatjana von Rosen, Stockholm University, Sweden

Co-authors: Dietrich von Rosen

The maximum likelihood estimation is discussed in general multivariate linear models where the rank restrictions are imposed on the matrix of
regression coefficients in order to enable parsimonious modeling. In particular, the models which mean is the sum of two components, a growth
curve and a multivariate analysis of variance models are of interest. Maximum likelihood estimators are derived for the parameters in this type
of models for the mean and covariance matrix. Additionally, a growth curve model with a reduced rank structure on the matrix of regression
coefficients as well as on the covariance matrix is studied. A numerical example is provided to illustrate the obtained results.

EOO0875: Spatial Bayesian hierarchical model for small area estimation of proportions with constraint

Presenter: Zhengyuan Zhu, Iowa State University, United States

Motivated by the need to produce small area estimates for the National Resources Inventory survey, we develop a spatial hierarchical Bayesian
model based on a generalized Dirichlet distribution to construct small area predictors of proportions in several mutually exclusive and exhaustive
land cover classes. The standard survey estimators are judged unreliable at the county level due to small sample sizes, and the hierarchical model
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is used to obtain more efficient predictors. At the observation level, the standard survey estimators of the proportions are assumed to follow the
generalized Dirichlet (GD) distribution. After proper transformation of the survey based estimators, beta regression is applicable. We consider a
logit mixed model for the expectation of the beta distribution, which incorporates covariates through fixed effects and random effects with spatial
structure through a conditionally autoregressive (CAR) process. Three special cases of the Bayesian hierarchical model, with different random
effects structures, are compared using Bayesian model comparisons tools. In the application, the survey data are from the National Resources
Inventory survey, and the covariate is derived from the Cropland Data Layer (CDL), a land cover map based on satellite data. In a design-based
evaluation study, the Bayesian estimators are shown to have smaller relative root mean squared error than direct estimators.

EO011 Room 007 BAYESIAN BIOSTATISTICS Chair: Timothy Johnson

EO0541: Flexible Bayesian models for causal inference and missing data

Presenter:  Jason Roy, University of Pennsylvania, United States

Bayesian methods have not been widely used for causal inference in observational studies. A possible reason for this is that causal inference
in a likeihood-based framework often requires modeling the joint distirbution of all of the observed data, including covariates. However, recent
developments in Bayesian nonparametric (BNP) modeling, along with increasing computing capacity, have opened the door to a new, potentially
powerful approach to causal inference in a variety of settings. We develop a general joint Dirchlet process mixture model and show how it can
be used to obtain posterior inference for any causal effect of interest. The extra effort needed to model a full observed data distribution has many
potential benefits, including efficiency gains, full posterior inference rather than just point estimates and confidence intervals, automatic imputation
of missing data, and a general way to account for uncertainty about a variety of assumptions. We compare our method with inverse probability of
treatment-weighted estimators in simulation studies.

EO1156: A Bayesian non-parametric causal inference model for comparative effectiveness research

Presenter: Chenguang Wang, Johns Hopkins University, United States

Comparative effectiveness research (CER) is designed to synthesize evidence of the benefits and harms of a treatment option from disparate sources
including randomized clinical trials, observational studies and registry studies. The task of addressing study-specific heterogeneities is one of the
most difficult challenges in CER. Bayesian hierarchical model with non-parametric extension provide a powerful and convenient platform that
formalizes the information borrowing strength across the studies. We propose a propensity score-based Bayesian non-parametric Dirichlet process
mixture model that summarizes information from multiple observational and randomized studies to draw inference on the causal treatment effect.
Simulation studies are conducted to evaluate the model performance under different scenarios.

EO0684: Bayesian nonparametric analysis of longitudinal studies in the presence of informative missingness

Presenter: Antonio Linero, Florida State University, United States

How to address non-ignorable missing data when estimating causal effects in longitudinal clinical trails remains a challenging problem, particularly
when missingness is non-monotone. Any successful method must, either implicitly or explicitly, confront two problems: (1) the non-identifiability
of most interesting causal effect and (2) the curse of dimensionality. We propose a Bayesian nonparametric approach to this problem which
addresses (2) in a flexible manner by placing a nonparametric prior on the space of data generating mechanisms such that inferences are shrunk
towards a structured parametric model. To address (1), we introduce the notion of a “working prior” which allows our Bayesian nonparametric
prior to be used in conjunction with identifying restrictions. In simulations based on a real data set, our approach is shown to provide uncertainty
quantification which is more honest than several model-based and hot-deck imputation techniques based on chained equations (MICE). In addition
to competitive performance, we provide a theoretical foundation for our approach and present posterior consistency results. Additionally, we
introduce a new family of identifying restrictions for non-monotone missingness which may be of independent interest.

EO0727: Bayesian approaches for integrative genomics

Presenter:  Francesco Stingo, University of Florence, Italy

The availability of cross-platform, large-scale genomic data has enabled the investigation of complex biological relationships for many cancers.
Identification of reliable cancer-related biomarkers requires the characterization of multiple interactions across complex genetic networks. We
propose a novel Bayesian model to identify genomics markers that are associated with survival time by incorporating the regulatory networks
through prior distributions. We assume that biomarkers involved in regulatory networks are likely associated with survival time. We employ
non-local prior distributions and a stochastic search method for the selection of biomarkers associated with the survival outcome. Using simulation
studies, we assess the performance of our method, and apply it to experimental data of kidney renal cell carcinoma (KIRC) obtained from The
Cancer Genome Atlas. Our novel method validates previously identified cancer biomarkers and identifies biomarkers specific to KIRC progression
that were not previously discovered.

EO153 Room 213 RECENT ADVANCES IN QUANTITLE REGRESSION AND SURVIVAL ANALYSIS Chair: Roel Braekers

EO0543: Conditional quantile inference for generalized autoregressive conditional heteroscedastic models: A hybrid approach

Presenter:  Guodong Li, University of Hong Kong, China

It is an essential task in modern risk management to estimate the conditional quantiles for conditional heteroscedastic models, among which, the
generalized autoregressive conditional heteroscedastic (GARCH) model has the greatest popularity. However, so far feasible quantile regression
methods in this area have been limited to the linear GARCH models, owing to its tractable conditional quantile structure. A surprising equivalence
of the GARCH model and the linear GARCH model is established through a simple yet nontrivial transformation. This gives us a chance to develop
a hybrid, yet easy-to-implement two-stage conditional quantile estimation (CQE) procedure for the GARCH model. It merges the convenience of
the GARCH form in obtaining the Gaussian quasi-maximum likelihood estimator at the first stage and that of the linear GARCH form in calculating
the conditional quantiles at the second stage. To approximate the asymptotic distribution of the CQE, we employ a bootstrap method, where the
equivalence of the two models further allows us to significantly reduce the computation time through a hybrid approach. Moreover, a goodness-of-
fit test based on the residual quantile autocorrelation function is constructed to check the adequacy of the fitted conditional quantiles. Simulation
results indicate the usefulness of the proposed inference procedure. A real example further corroborate the merits of our approach.

EO1387: Two layer EM algorithm for ALD mixture regression models: A new solution to composite quantile regression

Presenter: Liming Xiang, Nanyang Technological University, Singapore

Co-authors: Shanshan Wang

Motivated by the link between quantile regression and a likelihood-based approach under assumption of asymmetric Laplace distributed errors,
we introduce linear regression by modeling the error term through a nite mixture of asymmetric Laplace distributions. The model expands the
flexibility of the linear regression by accounting for heterogeneity among data, and allows us to establish the equivalence between maximum
likelihood estimation of the model parameters and the composite quantile regression (CQR) estimation, providing a new likelihood-based solution
to CQR. We propose a two-layer EM-based algorithm for implementing the estimation procedure. An appealing feature of the proposed algorithm
is that the closed form updates for the parameters in each iteration are obtained explicitly, instead of resorting to linear programming optimization
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methods, as in the existing work. The computational complexity can be reduced significantly. We evaluate the performance through simulation
studies and illustrate its usefulness by analyzing a gene expression dataset.

E00592: Informative censoring models

Presenter:  Gerhard Dikta, FH-Aachen, Germany

Based on an identifying Volterra-type integral equation for a lifetime distribution F and randomly right censored observations, we solve the
corresponding estimating equation by an explicit and implicit Euler scheme. Depending on the assumptions we make about the conditional
expectation of the censoring indicator given the observation time, we derive the well-known Kaplan-Meier and other established estimators of F
under the explicit Euler scheme. Moreover, under the implicit Euler scheme, we obtain new pre-smoothed and semi-parametric estimators of F.
Some properties of the new semi-parametric estimator and a real data application are discussed.

EO0635: The focused information criterion for a mixture cure model

Presenter: Ingrid Van Keilegom, Universite catholique de Louvain, Belgium

Co-authors: Gerda Claeskens

In many situations in survival analysis, it may happen that a fraction of the subjects under study will never experience the event of interest: they are
considered to be cured. The mixture cure model is a common regression model in survival analysis that takes this feature into account. It supposes
that the population consists of a mixture of two sub-populations, the cured ones and the non-cured ones, and it supposes a logistic model for the
probability of being cured. For the non-cured sub-population we suppose a Cox proportional hazards regression model. We are interested in doing
variable selection in this model using the focused information criterion (FIC). Of interest is therefore the asymptotic distribution of the estimators
of the parameters and of the baseline hazard in a mixture cure model under local misspecification. Once this asymptotic distribution is obtained,
the MSE can be used to guide selection of variables to be included in the logistic and Cox proportional hazards parts of the model. The method is
illustrated by means of simulations and data regarding a UK financial institution.

EO073 Room 202 STATISTICAL APPLICATIONS IN GENETICS Chair: Florian Frommlet

EO0608: Hidden Markov models for QTL-mapping in haploid and diploid yeast

Presenter:  Jurgen Claesen, Hasselt University, Belgium

Co-authors: Tomasz Burzykowski

The analysis of polygenic, phenotypic characteristics such as quantitative traits or inheritable diseases requires reliable scoring of many genetic
markers covering the entire genome. The advent of high-throughput sequencing technologies provides a new way to evaluate large numbers of
single nucleotide polymorphisms as genetic markers. Combining the technologies with pooling of segregants, as performed in bulk segregant
analysis, should, in principle, allow the simultaneous mapping of multiple genetic loci present throughout the genome. We propose homogeneous
and non-homogeneous hidden Markov-models to analyze the marker data obtained by bulk segregant next generation sequencing. The model
includes several states, each associated with a different probability of observing the same/different nucleotide in an offspring as compared to the
parent. The transitions between the molecular markers imply transitions between the states of the model. After estimating the transition probabilities
and state-related probabilities of nucleotide (dis)similarity, the most probable state for each SNP is selected. The most probable states can then be
used to indicate which genomic regions may be likely to contain trait-related genes.

EO0609: Model selection for network inference from gene expression data with small sample size

Presenter: Melina Gallopin, Universite Paris Sud, France

Co-authors: Emilie Devijver

Gaussian graphical models are widely utilized to infer networks from gene expression data. However, inferring the graph is difficult when the
sample size is small compared to the number of genes. To reduce the number of parameters to estimate in the model, we propose a non-asymptotic
model selection procedure supported by strong theoretical guarantees based on an oracle type inequality and a minimax lower bound. The covari-
ance matrix of the model is approximated by a block-diagonal matrix. The structure of this matrix is detected by thresholding the sample covariance
matrix, where the threshold is selected using the slope heuristic. Based on the block-diagonal structure of the covariance matrix, the estimation
problem is divided into several independent problems: subsequently, the network of dependencies between variables is inferred using the graphical
lasso algorithm in each block. The performance of the procedure is illustrated on simulated data. An application to a RNA-seq gene expression
dataset with a limited sample size is presented: the dimension reduction allows attention to be objectively focused on interactions among smaller
subsets of genes, leading to a more parsimonious and interpretable modular network.

EO0770: Stochastic modelling of PCR to estimate and correct for unobserved molecules in quantitative NGS experiments

Presenter:  Florian Pflug, University of Vienna, Austria

Co-authors: Arndt von Haeseler

Many protocols in modern-day biology use next-generation sequencing (NGS) as a quantitative method, i.e. to measure the abundance of particular
DNA molecules. Then, any molecule that remains unsequenced causes a measurement error, and if this affects molecules non-uniformly, results
are systematically biased. A major source of such biases is the Polymerase Chain Reaction (PCR), used to amplifty DNA prior to sequencing. If
it can be adequately modelled, its biases can be predicted and corrected for. Different models of PCR haven been proposed, but none have yet
found their way into standard analysis pipelines, owing to a lack of parameter estimates for specific conditions. We thus focus on describing a
model whose parameters can be estimated from actual experimental data, while still capturing the main source of biases. We show that this is
achieved by viewing PCR as a branching process which, during each cycle, duplicates each DNA molecule with a certain probability, called the
reactions efficiency. We combine this model with a simple model of the sampling behaviour of NGS and apply it to published RNA-Seq data. We
demonstrate that the reaction efficiency can be estimated from the data, and that the data matches the models predictions well. In particular, we
find that the model explains the main observed stochastic effects. Finally, we explore how well we can correct for unobserved molecules, and how
much this improves the accuracy of the measured gene transcript abundances.

EO1192: Controlling the rate of GWAS false discoveries

Presenter: Malgorzata Bogdan, University of Wroclaw, Poland

Co-authors: Damian Brzyski, Christine Peterson, Piotr Sobczyk, Emmanuel Candes, Chiara Sabatti

With the rise of both the number and the complexity of traits of interest, control of the false discovery rate (FDR) in genetic association studies
has become an increasingly appealing and accepted target for multiple comparison adjustment. The nature of this error rate is intimately tied
to the precise way in which discoveries are counted, and the performance of FDR controlling procedures is satisfactory only if there is a one-
to-one correspondence between what scientists describe as unique discoveries and the number of rejected hypotheses. The presence of linkage
disequilibrium between markers in genome-wide association studies (GWAS) often leads researchers to consider the signal associated to multiple
neighboring SNPs as indicating the existence of a single genomic locus with possible influence on the phenotype. This a posteriori aggregation of
rejected hypotheses results in inflation of the relevant FDR. We propose a novel approach to FDR control that is based on pre-screening to identify
the level of resolution of distinct hypotheses. We show how FDR controlling strategies can be adapted to account for this initial selection both with
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theoretical results and simulations that mimic the dependence structure to be expected in GWAS.

EO569 Room 210 HIGH AND INFINITE DIMENSIONAL TIME SERIES ANALYSIS Chair: Pramita Bagchi

EO0617: A flexible regression model for functional time series

Presenter: HyeYoung Maeng, London School of Economics, United Kingdom

Co-authors: Piotr Fryzlewicz

A prediction model is introduced for functional time series. Based on the classical scalar-on-function regression, the idea is to split the observed
daily curves into several pieces to apply different smoothness. The proposed model allows more smoothing on observations located far from the
prediction point compared to the closely located ones. In contrast to the typical time series prediction, our proposal gives flexibility in modelling
in the sense that it offers less weight on the interval which is considered less important than others by fitting functional variables. The model in
its simplest form includes one functional and one or more scalar covariates which is classified as semi-functional regression. In our approach, the
change point which divides scalar and functional variable can be estimated from data. Illustrations on real data sets are given to show that the new
model outperforms existing competitors. The asymptotic properties will also be presented.

EO0993: An open source architecture for online monitoring, statistical analysis and forensics of multi-gigabit streams

Presenter:  Shrijita Bhattacharya, University of Michigan, United States

Co-authors: Stilian Stoev

The Internet, as a global system of interconnected networks, carries an extensive array of information resources and services. Key requirements
include good quality-of-service and protection of the infrastructure from nefarious activity (e.g. cyber-attacks, password or port scans, etc). We
develop an open source and readily deployable architecture, AMON (All-packet MONitor), for online monitoring and sequential analysis of multi-
gigabit data streams under relatively stringent time and space constraints. AMON examines all packets passing through an interface, partitions
traffic into sub-streams by using rapid hashing and computes certain real-time statistical summaries. The resulting data structures provide views
of the intensity and connectivity structure of network traffic at the time-scale of routing. Internet data being heavy tailed in nature requires the
estimation of its tail index to allow for the detection online fluctuations in traffic. However the tail index is susceptible to anomalies in the data. We
thereby propose a robust version of the Hill estimator, which is optimal among the class of all estimators immune to extreme outliers in the data.
‘We demonstrate our framework in the context of detection/identification of heavy-hitters as well as the visualization and statistical detection at the
time-of-onset of high-connectivity events such as DDoS (distributed denial of service).

EO1172: Parameter estimation and inference in a continuous piecewise linear regression model

Presenter:  Georg Hahn, Imperial College London, United Kingdom

The estimation of regression parameters in one-dimensional broken stick models is a research area of statistics with an extensive literature. We
are interested in extending such models to two dimensions and hence in recovering two intersecting planes in a two-dimensional broken plane
model. In contrast to approaches which either aim to recover two lines (two planes) using a grid search for the change point (intersection line) as
well as approaches using local smoothing around the change point, we show how to use Nesterov smoothing to obtain a smooth and everywhere
differentiable approximation to the broken plane model with a uniform error bound. The parameters of the smoothed approximation are then
efficiently found by minimizing a least squares objective function using the Newton algorithm. The main contribution is threefold: we show that
the estimates of the Nesterov smoothed approximation of the broken plane model are also /n-consistent and asymptotically normal, where 7 is the
number of data points on the two planes. Moreover, we show that as the degree of smoothing goes to zero, the smoothed estimates converge to the
unsmoothed estimates and present an algorithm to perform parameter estimation. We conclude by presenting simulation results on simulated data
as well as guidance for practical applications.

EO1169: Inference for the cross covariance of stationary functional time series

Presenter:  Gregory Rice, University of Waterloo, Canada

When considering two or more time series of functions, for example those derived from densely observed intraday stock price data of several
companies, one commonly wishes to understand the dependence structure across series. This can be measured by means of the empirical cross
covariance operator, but statistical procedures for measuring the significance of such estimators are limited. We present methodology for conducting
statistical inference on the cross covariance operator estimated between two stationary functional time series. Two separate problems are considered:
testing for a specified cross covariance structure, and testing for a single change point in the cross covariance within the sample.

EO727 Room 212 DEPENDENCE MODELS AND COPULAS I Chair: Fabrizio Durante

EO0618: Weak convergence of the empirical copula process with respect to weighted metrics

Presenter: Betina Berghaus, Ruhr University Bochum, Germany

Co-authors: Axel Buecher, Stanislav Volgushev

The empirical copula process plays a central role in the asymptotic analysis of many statistical procedures which are based on copulas or ranks.
Among other applications, results regarding its weak convergence can be used to develop asymptotic theory for estimators of dependence measures
or copula densities, they allow to derive tests for stochastic independence or specific copula structures, or they may serve as a fundamental tool
for the analysis of multivariate rank statistics. Weak convergence is addressed for the empirical copula process (for observations that are allowed
to be serially dependent) with respect to weighted supremum distances. The usefulness of this result is illustrated by an application to estimation
procedures for the Pickands dependence function arising in multivariate extreme-value theory.

EO1050: The empirical beta copula and its applications

Presenter: Hideatsu Tsukahara, Seijo University, Japan

Co-authors: Johan Segers, Masaaki Sibuya

The empirical beta copula is introduced by a simple idea of rearranging uniform random variates in the order specified by the componentwise ranks
of the original sample. It turns out to be a special case of the empirical Bernstein copula, the degrees of all Bernstein polynomials being equal to
the sample size. Necessary and sufficient conditions are given for a Bernstein polynomial to be a copula, and they imply that the empirical beta
copula is a genuine copula. Furthermore, the empirical process based on the empirical Bernstein copula is shown to be asymptotically the same
as the ordinary empirical copula process under fairly weak assumptions. A Monte Carlo simulation study shows that the empirical beta copula
outperforms the empirical copula and the empirical checkerboard copula in terms of both bias and variance. Compared with the empirical Bernstein
copula with the smoothing rate suggested in the literature, its finite-sample performance is still significantly better in several cases, especially in
terms of bias. Some resampling schemes using the empirical beta copula are explored to see if any beneficial effect on the accuracy of resampling
schemes for the empirical copula process.
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EO0172: Modeling the serial dependence of financial returns with copulas

Presenter: Fabian Spanhel, LMU Munich, Germany

The aim is to investigate to what extent stylized facts of financial returns, such as the martingale difference property, volatility clustering and the
leverage effect, can be characterized in terms of copulas. We derive sufficient and necessary conditions for a conditionally symmetric martingale
difference sequence in terms of copulas. These conditions reveal that the only possible martingale difference sequence that can be generated by
commonly used copula families is a sequence of independent random variables. We then focus on the construction of copula-based first-order
Markov processes that exhibit volatility clustering. For this purpose, we introduce two dependence properties that are sufficient for a positive
correlation between squared (or absolute) symmetric random variables or an increasing transition variance in the absolute value of one conditioning
variable. Moreover, several construction methods of copulas with the desired dependence properties are presented and compared. Finally, we
explore the construction of higher-order Markov processes that exhibit volatility clustering. An application of the copula-based time series models
to the returns of three major stock indices and one currency exchange rate documents the competitiveness with established GARCH models.

EO1746: Using the Rosenblatt transformation to compute joint probabilities for random vectors

Presenter: Klaus Herrmann, Concordia University, Canada

The problem of numerically computing the measure of a hyper-rectangle under a given multivariate distribution function is revisited. While most
approaches are based on integrating the corresponding density function we take clues from recent approaches that focus on geometrical aspects.
Instead of working in the original coordinate system we are using the Rosenblatt transformation to standardize the problem. This consequently
leads to a transformation of the hyper-rectangle into a corresponding set within the unit hypercube. We then discuss numerical algorithms to
efficiently approximate the measure of this corresponding set under the given transformation. Finally we discuss applications to certain copula
families and multivariate distributions.

EO561 Room 216 MODERN STATISTICAL METHODS FOR ANALYSIS OF COMPLEX DATA Chair: Shaojun Guo

EO0663: Spectral analysis of high-dimensional time series with applications to the mean-variance frontier

Presenter: Alexander Aue, UC Davis, United States

Co-authors: Haoyang Liu, Debashis Paul

The limiting spectral behavior of the covariance and symmetrized autocovariance matrices of a class of high-dimensional linear time series is dis-
cussed, where the asymptotic regime is such that dimensionality and sample size grow proportionally. The results extend the classical Marcenko-
Pastur law to the time series case. The form of the limiting spectral distribution is exploited to estimate the mean-variance frontier, an important
measure of the minimum risk required for a fixed expected return in a portfolio of financial assets. The results may help alleviate the risk underes-
timation of the mean-variance frontier well documented in the finance and econometrics literature.

EO1294: Combined hypothesis testing on graphs with applications to gene set enrichment analysis

Presenter: Ming Yuan, University of Wisconsin-Madison, United States

Motivated by gene set enrichment analysis, we investigate the problem of combined hypothesis testing on a graph. We introduce a general
framework to effectively use the structural information of the underlying graph. A new test is proposed within this framework. We show that the
test is optimal in that it can consistently detect departure from the collective null at a magnitude that no other test could improve, for almost all
graphs. We also provide general performance bounds for the proposed test test under any specific graph, and illustrate their utility through several
common types of graphs. Numerical experiments are presented to further demonstrate the merits of our approach.

EO1303: On the maximum cross correlations under high dimension

Presenter: Han Xiao, Rutgers University, United States

Multiple time series often exhibits cross lead-lag relationship among its component series. It is very challenging to identify this type of relationship
when the number of series is large. We study the lead-lag relationship in the high dimensional context, using the maximum cross correlations and
some other variants. Asymptotic distributions are obtained. We also use moving blocks bootstrap to improve the finite sample performance.

EO1321: Bayesian multiple changepoint detection

Presenter:  Robert Lund, Clemson University, United States

A method is presented to estimate the number of changepoint times and their locations in time-ordered data sequences. Our methods are driven by
the need to identify mean shifts in temperature time series; in this case, a record exists of some (not necessarily all) of the times where the station
moves locations or instrumentation is changed. The mixing of multiple undocumented and documented changepoint times is the key nuance. A
prior distribution of changepoint times is constructed for this situation, and a penalized likelihood objective function is developed by modifying
minimum description length information theory principles. Optimizing the objective function, which is done by Markov chain Monte Carlo
simulations, yields estimate(s) of the changepoint numbers and their location time(s). Our techniques permit autocorrelation in the observations
and seasonal means. Asymptotic consistency of the estimated configuration is established under infill asymptotics.

EO0467 Room 002 DIMENSION REDUCTION AND ROBUSTNESS IN CAUSAL INFERENCE Chair: Xavier de Luna

EO0706: Doubly-robust estimation of semiparametric additive hazards models

Presenter:  Oliver Dukes, Ghent University, Belgium

Co-authors: Stijn Vansteelandt, Torben Martinussen

Additive hazards models are becoming increasingly popular in survival analysis. Their parameters are easily interpretable in terms of relative
survival risks, and are moreover collapsible, which makes the development of mediation and instrumental variable approaches more manageable.
Estimation of the effect of an exposure in such models typically demands adjustment for a high-dimensional covariate. Standard estimation is then
less desirable, as misspecification of the effect of these covariates may induce large bias in the exposure effect estimate. To overcome this, we
consider a novel class of semiparametric additive hazards models which leave the effects of baseline covariates unspecified. We derive the efficient
score for the exposure effect in these models, which we assume to be constant over time. We argue that using this score may not be advisable in
practice, as it requires a model for the conditional distribution of the exposure, given covariates. We therefore derive the efficient score in a subclass
of estimators, which require this conditional distribution merely to be correctly specified up to the mean. We show that the resulting estimator
enjoys a double-robustness property. Finally, we give guidance on efficiency, and discuss how the proposed estimators lay the foundations for
G-estimation of structural nested cumulative survival models for the effect of time-varying exposures.

EO0999: Data-driven confounder selection via Markov and Bayesian networks

Presenter:  Jenny Haggstrom, Umea University, Sweden

To unbiasedly estimate a causal effect on an outcome unconfoundedness is often assumed. If there is sufficient knowledge on the underlying
causal structure then existing confounder selection criteria can be used to select subsets of the observed pretreatment covariates, X, sufficient for
unconfoundedness, if such subsets exist. The estimation of these target subsets is considered when the underlying causal structure is unknown. The
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proposed method is to model the causal structure by a probabilistic graphical model, e.g. a Markov or Bayesian network, estimate this graph from
observed data and select the target subsets given the estimated graph. The approach is evaluated by simulation both in a high-dimensional setting
where unconfoundedness holds given X and in a setting where unconfoundedness only holds given subsets of X. Several common target subsets
are investigated and the selected subsets are compared with respect to accuracy in estimating the average causal effect. The proposed method is
implemented with existing software that can easily handle high-dimensional data, in terms of large samples and large number of covariates. The
results from the simulation study show that, if unconfoundedness holds given X, this approach outperforms alternative approaches based on random
forests and LASSO.

EO1148: Collaborative targeted learning using regression shrinkage

Presenter: Mireille Schnitzer, Universite de Montreal, Canada

Co-authors: Matthew Cefalu

Causal inference practitioners are routinely presented with the challenge of wanting to adjust for large numbers of covariates despite limited sample
sizes. Collaborative Targeted Maximum Likelihood Estimation (CTMLE) is a general framework for constructing doubly robust semiparametric
causal estimators that data-adaptively reduce model complexity in the propensity score in order to optimise a preferred loss function. This stepwise
complexity reduction is based on a loss function placed on a strategically updated model for the outcome variable, assessed through cross-validation.
New work involves integrating penalized regression methods into a stepwise CTMLE procedure that may allow for a more flexible type of model
selection than existing variable selection techniques. Two new algorithms are presented and methods to reduce computational complexity, based
on previous work, are assessed.

EO0679: Matching using sufficient dimension reduction for causal inference

Presenter:  Yeying Zhu, University of Waterloo, Canada

Co-authors: Wei Luo

Sufficient dimension reduction is employed and the resulting low dimensional covariates in subsequent matching is used to estimate the causal
effects. Under the ignorability assumption, the reduced covariates are balancing scores, and the proposed causal effect estimator is consistent.
Compared to the original covariates and the propensity scores, which are commonly used for matching in the literature, the reduced covariates
are estimable nonparametrically under a mild assumption and are sufficient in imputing the missing potential outcomes. In addition, it requires a
weaker common support condition, which makes the resulting matching procedure more applicable.

EO125 Room 215 DETECTING STRUCTURAL CHANGES IN MULTIDIMENSIONAL DATA Chair: Zuzana Praskova

EO0732: Uniform change point tests in high dimension

Presenter: Moritz Jirak, TU Braunschweig, Germany

Consider d dependent change point tests, each based on a CUSUM-statistic. We provide an asymptotic theory that allows us to deal with the
maximum over all test statistics as both the sample size n and d tend to infinity. We achieve this either by a consistent bootstrap or an appropriate
limit distribution. This allows for the construction of simultaneous confidence bands for dependent change point tests, and explicitly allows us to
determine the location of the change both in time and coordinates in high-dimensional time series. If the underlying data has sample size greater
or equal n for each test, our conditions explicitly allow for the large d small 7 situation, that is, where n/d — 0. The setup for the high-dimensional
time series is based on a general weak dependence concept. The conditions are very flexible and include many popular multivariate linear and
nonlinear models from the literature, such as ARMA, GARCH and related models. The construction of the tests is completely nonparametric,
difficulties associated with parametric model selection,model fitting and parameter estimation are avoided. As an application, we analyze all S& P
500 companies over a period of one year.

EO1044: Detecting changes in panel data

Presenter:  Jaromir Antoch, Charles University in Prague, Czech Republic

The analysis of panel data will be considered when the design vectors are assumed nonrandom and the panels can be dependent via common factor.
We will present results concerning the wild bootstrap and show how to get simulated critical values for statistics under consideration. Application
for real data about firms’ financial status will be presented too.

EO1018: Change point detection in a dynamic panel data model

Presenter: Zuzana Praskova, Charles University in Prague, Czech Republic

A panel data model with lagged dependent variables and unobserved individual effects is considered and a procedure to detect change in coefficients
of lagged variables is proposed. The individual effects are eliminated by a proper transformation that enables to represent the data by a vector
autoregressive model. Test statistic to detect change is based on quasi likelihood scores and quasi maximum likelihood estimators. Asymptotic
properties of the test statistic are studied in case that both the number of panels and the number of observations is sufficiently large.

EO1301: Detection of changes and inference for high-dimensional covariance matrices

Presenter:  Ansgar Steland, University Aachen, Germany

New results about inference and change point analysis of high dimensional vector time series are discussed. The results address bilinear forms of
sample variance-covariance as arising when studying projection statistics. The results hold true without any constraint on the dimension, the sample
or their ratio, contrary to many known results, provided the weighting vectors are uniformly 11-bounded. Those results are in terms of (strong resp.
weak) approximations by Gaussian processes, which imply (functional) central limit theorems under certain conditions. More generally, one can
also study an increasing number of such bilinear forms. One may obtain approximations by Gaussian processes without any constraint on the
number of forms, the dimension, the sample size or their ratios. We also discuss applications and related extensions of the theoretical results,
focusing on shrinkage covariance matrix estimation. Other fields of applications are sparse principal component analysis and dictionary learning.

EO161 Room 206 ROBUST METHODS FOR RELIABLE FINANCIAL DECISION MAKING Chair: Marjan Wauters

EO0880: Nowcasting economic sentiment for forecasting economic growth

Presenter: Keven Bluteau, Institute of Financial Analysis, Neuchatel University, Switzerland

Co-authors: Kris Boudt, David Ardia

Economic sentiment surveys are carried out by all European union member states and often considered as early indicators for future economic
development. By construction, there is however a publication lag between the time at which the survey is carried out and the time of publication.
We show how textual analysis can be used to nowcast economic sentiment and that these nowcasts are useful for forecasting economic growth.

EOO0852: Robust nearest comoment estimation using unobserved factors

Presenter: Dries Cornilly, Vrije Universiteit Brussel, Belgium

Co-authors: Tim Verdonck, Kris Boudt

A flexible estimator is proposed for the higher order comoments under a linear factor model with unobserved factors. Robustness of the estimator
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is obtained by cell-wise winsorization of the sample comoments, while the factor structure is imposed by searching for the nearest comoment
satisfying the factor model assumptions. By construction, the resulting covariance estimate is positive semi-definite, all estimated comoments are
robust to outliers and the estimation remains feasible in moderately large dimensions. We show the usefulness of the method in finance, where the
robust nearest comoment estimates lead to more accurate estimates of the Cornish-Fisher value-at-risk than the sample based approach.

EO0824: Beyond risk-based portfolios: Balancing performance and risk contributions in asset allocation

Presenter: Giang Nguyen, Vrije Universiteit Brussel, Belgium

Co-authors: Kris Boudt, David Ardia

In a risk-based portfolio, there is no explicit control for the performance per unit of risk taken. We propose a flexible framework to evaluate and
optimize the balance between risk and performance at both the portfolio and component level. The first objective is achieved by imposing a target
relative performance constraint at the aggregate portfolio level. The aggregate alignment may mask large discrepancies at the component level.
We thus complement the constraint with the objective of minimizing the so-called Performance/Risk Contribution Concentration (PRCC) measure.
This measure is designed to be minimal when, for all portfolio components, the performance and risk contributions are perfectly aligned. We
investigate the theoretical properties of this measure and show its usefulness in asset allocation. Compared to the traditional risk-based portfolios
(equally weighted, minimum variance, equal risk contribution and maximum diversification), minimizing the PRCC leads to higher total and
relative performance.

EO0843: Block bootstrap impact evaluation of the equity portfolio choice on CPPI performance

Presenter: Marjan Wauters, VUB, Belgium

Co-authors: Kris Boudt, David Ardia

Determining whether combining smart beta and portfolio insurance is mutually beneficial or not is complex, because of the non-linear structure
of portfolio insurance products and the market regime dependence due to the long investment horizons. We propose to use a block bootstrap
evaluation framework to simulate historical performance of CPPIs under several scenarios. We find that portfolio insurance preserves the improved
risk-adjusted performance of the smart beta strategies in normal market regimes and offers protection against the non-diversifiable systematic risk
of sudden market downturns.

EO111 Room205 GRAPHICAL MODELS: DEPENDENCE IN NETWORKS Chair: Giovanni Marchetti

EO1089: Testing conditional independence

Presenter: Wicher Bergsma, London School of Economics, United Kingdom

In a multivariate normal setting, conditional independence is equivalent to certain partial correlations being zero. In more general settings, however,
it is more involved. We show some ways in which conditional independence can be understood, and how this can lead to appropriate conditional
independence tests without having to assume multivariate normality.

EO0867: The networked partial correlation and its application to the analysis of genetic interactions

Presenter: Robert Castelo, Universitat Pompeu Fabra, Spain

Co-authors: Alberto Roverato

Genetic interactions confer robustness on cells in response to genetic perturbations. This often occurs through molecular buffering mechanisms
that can be predicted using, among other features, the degree of coexpression between genes, commonly estimated through marginal measures of
association such as Pearson or Spearman correlation coefficients. However, marginal correlations are sensitive to indirect effects and often partial
correlations are used instead. Yet, partial correlations convey no information about the (linear) influence of the coexpressed genes on the entire
multivariate system, which may be crucial to discriminate functional associations from genetic interactions. To address these two shortcomings,
and in a similar vein to Sewall Wright’s path coefficients, we propose to use the edge weight derived from the covariance decomposition over the
paths of the associated gene network. We call this new quantity the networked partial correlation and use it to analyze genetic interactions in yeast.

EO1049: Credit risk model with network effects for a large panel of companies

Presenter:  Veronica Vinciotti, Brunel University London, United Kingdom

Co-authors: Elisa Tosetti, Francesco Moscone

A credit risk model is developed with network effects for a very large panel of companies. We assume a probit specification with group ran-
dom effects having a non-diagonal, sparse covariance matrix. We propose a penalised maximum likelihood estimation approach and develop an
Expectation-Maximization algorithm where we exploit the properties of truncated Normals to efficiently approximate conditional expectations. A
simulation study shows good properties of our approach at a significantly reduction in computational cost. We fit this model on a dataset of over
one million accounts for small and medium-sized enterprises in the United Kingdom over the period from 2009 to 2015. We group companies
according to their sector and geographical location. We find that accounting for network effects makes a significant contribution to increasing the
default prediction power of risk models built specifically for SMEs, compared to a more conventional probit prediction model. Our results may
help bankers to improve their credit scoring of SMEs ultimately reducing their propensity to apply excessive lending restrictions.

EO1352: Sparsity in Gaussian totally positive distributions

Presenter:  Piotr Zwiernik, Universitat Pompeu Fabra, Spain

Probability distributions that are multivariate totally positive of order 2 (MTP2) appeared in the theory of positive dependence and in statistical
physics through the celebrated FKG inequality. The MTP2 property is stable under marginalization, conditioning and it appears naturally in various
probabilistic graphical models with hidden variables. Models of exponential families with the MTP2 property admit a unique maximum likelihood
estimator. In the Gaussian case, the MLE exists also in high-dimensional settings, when p >> n, and it leads to sparse solutions, which provides
an interesting alternative to the graphical lasso method.
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CO525 Room 111 TIME-VARYING DEPENDENCIES Chair: Dominik Wied

CO0158: Sequential detection of parameter changes in dynamic conditional correlation models

Presenter: Katharina Pape, TU Dortmund, Germany

Co-authors: Pedro Galeano, Dominik Wied

A multivariate monitoring procedure is presented to detect changes in the parameter vector of the dynamic conditional correlation model proposed
by Robert Engle in 2002. The benefit of the proposed procedure is that it can be used to detect changes in both the conditional and unconditional
variance as well as in the correlation structure of the model. The detector is based on the contributions of individual observations to the gradient
of the quasi log likelihood function. More precisely, standardized derivations of quasi log likelihood contributions of points in the monitoring
period are evaluated at parameter estimates calculated from a historical period. The null hypothesis of a constant parameter vector is rejected if
these standardized terms differ too much from those that were expected under the assumption of a constant parameter vector. Under appropriate
assumptions on moments and the structure of the parameter space, limit results are derived both under null hypothesis and alternatives. In a
simulation study, size and power properties of the procedure are examined in various scenarios.

C0O0192: A mixed frequency stochastic volatility model for intraday stock market returns

Presenter: Bastian Gribisch, University of Cologne, Germany

Co-authors: Jeremias Bekierman

A mixed frequency stochastic volatility (MFSV) model is proposed for the dynamics of intraday asset return volatility. In order to account for
long-memory we separate stochastic daily and intraday volatility patterns by introducing a long-run component that changes at daily frequency
and a short-run component that captures the remaining intraday volatility dynamics. An additional component captures deterministic intraday
patterns. The resulting non-linear state-space model is estimated in a single step using simulated maximum likelihood based on Efficient Importance
Sampling (EIS). In addition to intraday volatility estimation and forecasting the model can be applied in order to forecast volatility at daily frequency
incorporating intraday information on stock price fluctuations and daily realized volatility measures. We apply the model to intraday returns of five
New York Stock Exchange traded stocks. The estimation results indicate distinct dynamic patterns for daily and intradaily volatility, where most of
the volatility dynamics are explained by the daily volatility component. In-sample diagnostic tests and out-of-sample Value-at-Risk (VaR) forecasts
show that already the very basic model specification successfully accounts for the strong persistence of intraday asset return volatility.

C00200: Add the beef and combine: Dynamic density combinations from point forecasts

Presenter: Laura Hersing, Karlsruhe Institute of Technology, Germany

Co-authors: Oliver Grothe

A real-time forecasting problem is faced, where one-period-ahead point forecasts for a certain variable of interest are available at each point in
time. Such forecasting problems are relevant in many areas of the economy, e.g. in energy and financial markets. Typically, different commercial
providers offer point forecasts for the corresponding variables of interest. We aim at constructing density forecasts out of these point forecasts and
at combining these forecasts dynamically to a joint forecasting density. Transforming the point forecasts to density forecasts allows for considering
more advanced risk metrics than in the point forecasting case. Forecasting the density allows the user of the forecast to dynamically calibrate its
risk over time, particularly in a high-frequency setup. Our approach consists of two main steps. First, we transform the available point forecasts to
univariate, conditionally optimal density forecasts (adding the beef to the bone). Second, we infer the time dynamic copula between the forecast
densities and use it to combine the density forecasts (combination part). We show that our method outperforms other techniques that are using or
combining the different point forecasts with respect to a variety of loss measures.

C00302: Econometric methods for detecting imbalances in house prices

Presenter: Andre Anundsen, Norges Bank, Norway

The question whether house price bubbles can be detected in real time is addressed. The answer seems to be yes. Four different econometric
methods are considered to construct indicators of housing market imbalances for the US, Finland and Norway. We investigate if the house price
development in these countries in the 2000’s can be explained by underlying economic fundamentals, or whether it is best characterized by bubble-
dynamics. For the US, all measures suggest a bubble in the early to mid 2000’s, while only one measure indicates imbalances in the Finnish housing
market. For the case of Norway, none of the measures provide evidence of systematic overheating. The global savings glut and the relaxation of
credit standards have been put forth as alternative explanations of the US housing bubble. The results suggest that the bubble cannot be explained
by capital inflows, but that it was caused by the increased exposure to the subprime mortgage market.

CO0503: New backtests for unconditional coverage of the expected shortfall

Presenter: Robert Loeser, TU Dortmund, Germany

Co-authors: Dominik Wied, Daniel Ziggel

While the Value-at-Risk (VaR) has been the standard risk measure for a long time, the Expected Shortfall (ES) has become more and more popular
in recent times, as it provides important information about the tail risk. We present a new backtest for the unconditional coverage property of the
ES. The test is based on the so called cumulative violation process. The main advantage is that the distribution of the test statistic is available
for finite out-of-sample size which leads to better size and power properties compared to existing tests. Moreover, it can be easily extended to a
multivariate test.

C0628 Room S22 ADVANCES IN MACROECONOMETRICS Chair: Luca Fanelli

CO00168: DSGE Pileups

Presenter:  Stephen Morris, Bowdoin College, United States

Restrictions from economic theory are usually placed on the parameter space in DSGE models. Such restrictions are also utilized to ensure
identifiability. But even when the population parameter value is consistent with theory, the likelihood maximizer need not be. The aim is to
document the resulting “pileup” phenomenon in the maximum likelihood estimator and to illustrate its consequences for Bayesian inference. The
results help to clarify why one frequently observes that the small sample distribution of the MLE and the posterior probability are multimodal, even
when regularity conditions including global identifiability are apparently satisfied.

CO0360: Improving inference for dynamic economies with frictions: The role of qualitative survey data

Presenter: Andreas Tryphonides, European University Institute, Italy

A new inferential methodology is proposed that is robust to misspecification of the mechanism generating frictions in a dynamic stochastic economy.
The frictions can be real, nominal or informational. The approach treats economies with frictions as perturbations of a frictionless economy that
are consistent with a variety of mechanisms. Models and their parameters are therefore set identified. Three contributions are made. First, we
derive a characterization of the model economy that provides identifying restrictions on the solution of the model. Second, we show how qualitative
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survey data can be linked to the expectations of agents and how this link generates an additional set of identifying restrictions on the probability of
observing a distortion in a macroeconomic variable. We provide conditions under which the additional restrictions lead to a smaller set of admissible
models. Third, we show how the framework can be used to validate mechanisms that generate frictions. We propose a test statistic, derive its large
sample properties and provide a bootstrap procedure to compute the critical values. Finally, we apply the methodology to estimate the distortions
in the Spanish economy due to financial frictions using qualitative survey data collected by the European Commission on the financial constraints
of agents, and compute a robust optimal Taylor rule.

CO0833: Expectations correction and DSGE model selection

Presenter:  Giovanni Angelini, University of Bologna, Italy

The focus is on a bootstrap refinement of the Expectations Correction idea already proposed in the literature. Expectations Correction is a feasible
remedy to the dynamic misspecification that characterizes the small-scale New-Keynesian monetary policy models. These models are generally
not able to take into account all the dynamic correlation structure present in quarterly data hence the empirical performance of these models could
be problematic. To solve this problem a pseudo-structural model is built from the baseline of a DSGE model by adding a number of lags present
in the statistical model for the data. We refine this idea using bootstrap techniques for both the lag structure selection and both in the empirical
evaluation. The selection of the true number of lags is a crucial point in the definition of the pseudo-structural model and it is particularly important
in the forecasting performance. In this sense bootstrap techniques are particularly useful to identify the true lag structure. Moreover, the addition
of new lags in the structural model produces a higher number of non-linear cross equation restrictions and this is the cause of a high rejection rate
of the theoretical model and a bootstrap approach can reduce this overejection. To evaluate the performances of our method we provide a Monte
Carlo simulation study and an empirical illustration based on U.S. quarterly data.

CO0676: Measuring nonfundamentalness for structural VARs

Presenter:  Stefano Soccorsi, ECARES, Universite Libre de Bruxelles, Belgium

As nonfundamental vector moving averages do not have causal VAR representations, standard structural VAR methods are deemed inappropriate for
recovering the economic shocks of general equilibrium models with nonfundamental reduced forms. In previous literature it has been pointed out
that, despite nonfundamentalness, structural VARs may still be good approximating models. I characterize nonfundamentalness as bias depending
on the zeros of moving average filters. However, measuring the nonfundamental bias is not trivial because of the simultaneous occurrence of lag
truncation bias. I propose a method to disentangle the bias based on population spectral density and derive a measure for the nonfundamental bias
in population. In the application, I find that the SVAR exercises of Sims (2012) are accurate because the nonfundamental bias is mild.

CO0502: On the fundamentalness of nonfundamentalness in DSGE models

Presenter: Marco Sorge, University of Goettingen, Germany

The role of indeterminacy (e.g. equilibrium non-uniqueness) is explored for the VAR-based analysis of dynamic stochastic general equilibrium
(DSGE) models. By means of simple examples, we first show that determinate models may well entail nonfundamental (i.e. noninvertible)
equilibrium reduced forms - which only (and uniquely) depend on the structural (fundamental) shocks - whereas indeterminate ones may actually
deliver fundamental representations in the observables. We then investigate conditions for the emergence of nonfundamentalness in a general class
of (linearized) DGSE models, which nests the prototypical New Keynesian framework as a special case. Monte Carlo simulations show that an
indeterminate equilibrium model need not engender nonfundamentalness, even when its determinate counterpart always proves nonfundamental.
As a main implication, detecting a causal representation of the data cannot be interpreted as evidence of determinacy.

CO489 Room 107 INDICATORS FOR RISK MONITORING AND IMBALANCING DETECTION Chair: Gian Luigi Mazzi

CO0241: How to predict financial stress: An assessment of Markov switching versus logit models

Presenter: Thibaut Duprey, Bank of Canada, Canada

Co-authors: Benjamin Klaus

The gap between the business cycle literature and the literature on currency, banking and financial crises is bridged by (i) comparing a Markov
switching (MS) and a binary logit model to assess their ability of predicting the occurrence of high financial stress episodes, and (ii) applying a
particular form of MS model to predict the transition to a high financial stress regime and back to a tranquil regime. The dependent variable used
by the MS model to capture the financial cycle in the EU countries is a financial stress index. The results indicate that both models have a relatively
similar ability to predict high financial stress episodes, with the MS model outperforming the logit model between six to one quarters prior to
the onset of financial stress episodes. Based on cross-country estimations, debt service ratios and housing variables indicate a transition to a high
financial stress regime, while equity price growth and economic sentiment indicators provide signals for a transition to a tranquil state. The MS
model results based on country-specific data suggest that country-specific factors can be identified and might be valuable for the design of early
warning models.

CO0435: Financial crisis indicators based on implied correlations computed from option prices

Presenter: Antoine Kornprobst, University Paris Sorbonne, France

The aim is to build financial crisis and systemic risk indicators based on the study of the differences between implied volatilities and correlations,
which are computed using available option (and option baskets) prices, and realized volatilities and correlations, which are computed from historical
spot prices. This forward-looking approach using computed implied quantities is popular at the moment and many market tools, like the CBOE
Volatility Index (VIX) and several CBOE Implied Correlation Indices, are based on similar ideas. Our approach is novel in the sense that we intend
to build financial crises indicators and market forecasting tools based on implied correlations between the components or sector components of
several equity indices. The first part of the study builds practical tools based on the daily comparison between implied and realized correlations,
explore the link between our indicators and the CBOE indicators and also attempt to replicate the results of the CBOE Implied Correlation Indices.
Then, in a second part, optimal active trading strategies based on those financial crisis indicators are constructed and tested against typical passive
investment strategies.

CO1204: Risk measure estimates in quiet and turbulent times: An empirical study

Presenter: Marie Kratz, ESSEC Business School, CREAR, France

The aim is to test the relevance in practice, especially in time of financial crisis, of the Sample Quantile Process as a risk measure compared with
the use of the historical VaR, or when using a GARCH model. We also specifically analyse the VaR following a period of crisis characterized by
a high volatity. To do so, we develop an empirical study inspired by a previous one performed on S& P 500 data and show that in time of high
volatility the risk measure calculated on the historical data overestimate the risk measure computed on the future data. This expected feature is
evidenced by our empirical results. Moreover, this fact introduces a pro-cyclical behavior of the risk measure estimate, tending to overestimate the
risk in the future, whereas, in quiet time (low volatility), the risk measure estimate tends to underestimate the future risk by a large amount.
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CO0913: Dissecting the financial cycle with dynamic factor models

Presenter:  Christian Menden, University of Bamberg, Germany

Co-authors: Christian Proano

The analysis of the financial cycle has become a central topic since the 2007-08 financial crisis. So far, the great majority of studies has analyzed
the cyclical properties of the financial cycle by means of a small number of financial risk indicators at a rather aggregated level. An empirical
approach is proposed to extract information about the financial cycle from a large data set of macroeconomic and financial variables for the US.
Using a dynamic factor model we estimate three synthetic financial cycle components that account for the majority of the variation in the complete
data set. Peaks in our synthetic financial cycle components coincide with economic recessions giving rise to potential properties as early warning
indicators for financial and economic distress. Thus, we investigate whether our financial cycle components have significant predictive power for
GDP growth, output gap, inflation and short-term interest rates by means of Granger causality tests. Further, we analyze the forecasting power of
recessions by estimating the recession probabilities based on a probit approach.

CO1068: Use of unit root methods in early warning of financial crises

Presenter: Eero Tolo, Bank of Finland, Finland

Co-authors: Matti Viren, Timo Virtanen, Katja Taipalus

Unit-root based methods have for long been used to study the existence of financial bubbles in asset prices. The basic idea is that certain fundamental
changes in the autocorrelation structure of relevant time series imply the presence of a rational price bubble. We provide cross-country evidence for
performance of unit-root based early warning systems in ex-ante prediction of financial crises in 15 EU countries in the past 3 decades. The early
warning signals have quite high relative usefulness. To further improve the crisis prediction, the signals from multiple time series can be combined
into a composite indicator. It is also possible to use a mix of data with different frequencies, which can be useful for providing more timely warning
signals. The results suggest that this approach has a place in the toolkit of financial stability supervision.

CO0O415 Room 105 TOPICS IN MODELLING DEPENDENCE AND SAMPLE SELECTION Chair: Artem Prokhorov

CO00262: Efficient GMM estimation with incomplete observations

Presenter:  Chris Muris, Simon Fraser University, Canada

The standard MAR model has 2 strata of missingness, complete observations and completely missing observations. A GMM missing data model
is proposed for settings where observations may be incomplete, where some observations are missing some instruments and other observations are
missing different instruments. This model is identified under MAR. The implied estimators attain the semiparametric efficiency bound and are easy
to implement.

CO1104: Conditional moment restriction models with missing data

Presenter: Valentin Patilea, CREST-Ensai, France

A general statistical model is considered which is defined by moment restrictions when a subvector of data are missing. The main incomplete data
situations we have in mind are missing at random and endogenous selection. Using the inverse probability weighting, we show that such a model is
equivalent to a model for the observed variables only, augmented by a moment condition defined by the missingness mechanism. In particular, our
framework covers parametric and semiparametric mean regressions and quantile regressions. We allow for missing responses, missing covariates
and any combination of them. We present a general equivalence result, obtained under minimal technical conditions, that sheds new light on
various aspects of interest in the missing data literature. It also provides guidelines for building (efficient) estimators. Moreover, as an immediate
consequence of our general theory, we derive the efficiency of the complete cases analysis in a general semiparametric regression model with
responses missing at random.

CO0186: Consistent estimation of linear regression models using matched data

Presenter: Masayuki Hirukawa, Setsunan University, Japan

Co-authors: Artem Prokhorov

Economists often use matched samples, especially when dealing with earnings data where a number of missing observations need to be imputed. We
demonstrate that the ordinary least squares estimator of the linear regression model using matched samples is inconsistent and has a nonstandard
convergence rate to its probability limit. If only a few variables are used to impute the missing data then it is possible to correct for the bias.
We propose two semiparametric bias-corrected estimators and explore their asymptotic properties. The estimators have an indirect-inference
interpretation and they attain the parametric convergence rate if the number of matching variables is no greater than three. Monte Carlo simulations
confirm that the bias correction works very well in such cases.

CO0637: Bayesian adaptive sparse copula

Presenter: Martin Burda, University of Toronto, Canada

Co-authors: Artem Prokhorov

A new method is proposed for Bayesian multivariate nonparametric density estimation that is both adaptive and sparse. Our approach extends recent
work on univariate multiscale nonparametric densities by requiring sparsity via an alternative functional approximation implemented with a spike-
and-slab prior structure. Implementation of the resulting sparse multiscale density model has a flavor of multiscale importance sampling whereby
major functional approximation components are preserved while minor components known to fall below a given threshold are not evaluated. As
a result, the nonparametric density approximation requires only a fraction of the implementation time and memory size relative to its non-sparse
counterpart at the expense of a negligible loss of precision controlled by the user. This makes our approach suitable for multivariate scenarios and
usage in wider structural models; indeed so far the multiscale density methods proposed in the literature have been univariate. We further embed the
sparse multiscale estimator within a multivariate nonparametric copula density model with countably infinite mixtures of location-scale marginals.

C00986: Copula by triangulation

Presenter:  Yajing Zhu, Concordia University, Canada

Co-authors: Artem Prokhorov, Edward Anderson

The focus is on simple arrangements for approximating copula densities with spline type surfaces while guaranteeing that our estimator is indeed
a copula density. We start by showing the difficulty of approximating copula densities with piecewise linear surface while guaranteeing the
uniform margin property because this implies that the estimation procedure would involve mixed integer optimization problems. We then turn to a
straightforward method of applying the spline as basis functions to approximating copula densities. We propose a semi-parametric copula density
estimation procedure that guarantees that the estimator is indeed a copula density. The estimation procedure involves a maximum likelihood
estimation of the coefficients of the splines. With simple linear constraints included in the maximization problem, we are solving a convex
optimization problem which is easy to solve numerically. Our estimation procedure can be easily generalized to irregular grid on the unit square
instead of regular grid with equidistant knots, which implies good localization property. Our estimator also can be easily generated to higher
dimensions. We construct a simulation-based study to examine the effect of sample sizes and extent of dependence on the performance of our
copula density estimation method and compare with the leading copula density estimators.
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CO389 Room 104 MEASURING SYSTEMIC RISK Chair: Monica Billio

C00295: Systemic risk contribution and bank business models

Presenter: Federico Nucera, Luiss Guido Carli, Italy

Co-authors: Andre Lucas, Julia Schaumburg, Bernd Schwaab

A novel observation-driven dynamic finite mixture model is proposed for the study of high-dimensional banking data. A factor structure allows
us to incorporate many bank-level measurements. The model accommodates time-varying component means and covariance matrices, as well as
normal and Student-t distributed mixture densities. In an empirical study of 208 European banks between 2008q1-2015q4, we identify six different
business models and demonstrate that they differ in their contribution to systemic risk

CO0750: Time to consensus in financial causality networks: A Von Neumman entropy approach to contagion

Presenter: Lorenzo Frattarolo, Ca Foscari Venezia, Italy

Co-authors: Roberto Casarin, Monica Billio, Michele Costola

Time to consensus is the time a networked system needs to reach a condition in which all of its constituents have the same state and can be
considered a measure of information and shock diffusion in the system. Extending results in literature, to directed networks, we show that in the
classical consensus dynamics, Shannon entropy decreases, while for quantum case, the von Neumann entropy (VNE) is non-decreasing and that
they are equivalent frameworks, in terms of dynamics. We propose to measure classical time to consensus by measuring the time an equivalent
quantum system takes to maximize its VNE. The relevance of consensus dynamics of stock returns for financial contagion could be understood by
considering the convergence of returns to a common negative-valued state and the implied dynamical increase of dependence, a standard signature
of financial contagion. We use rolling Granger Causality to approximate the networked dynamics of returns, obtain, by the Sinkorn-Knopp
decomposition, a doubly stochastic matrix (the adjacency matrix of the corresponding balanced network) and compute a parsimonious Birkoff Von
Neumman decomposition of the latter. Permutation matrices and convex weights from the decomposition are then used to compute, the quantum
evolution operator, maximal VNE and time to consensus. We investigate the relevance of those measures also as an early warning for financial
contagion episodes.

CO1073: Hidden leaders: Identifying latent lead-lag structures in multivariate ultra-high-frequency returns

Presenter: Fulvio Corsi, Ca Foscari University Venice and City University London, Italy

Co-authors: Giuseppe Buccheri, Stefano Peluso

A test is proposed for the presence of latent lead-lag structures in the dynamics of multivariate ultra-high-frequency returns. To account for the
non-synchronous trading and microstructure noise in the observed prices, the model is formulated in a state space representation with missing
data, where the state vector of latent returns follows a VAR process. The likelihood is computed using the Kalman filter and optimized through an
EM algorithm. In addition, by disentangling contemporaneous covariances from autocovariances in the latent VAR process, the proposed method
is the first providing unbiased and consistent covariances estimates in presence of microstructure noise, asyncronicity and lead-lag dependencies.
Extensive simulation analysis shows the accuracy of the estimator in recovery the true lead-lag structure in the latent return process and how
neglecting the lagged dependencies causes severe distortions in the estimation of contemporaneous covariances. Finally, the empirical application
to equity data provides useful information on latent lead-lag relationships among high-frequency returns.

CO0946: Systemic risk measures relevance: A permutation test approach to European banks

Presenter: Francesca Parpinel, University CaFoscari of Venice, Italy

Co-authors: Claudio Pizzi, Lorenzo Frattarolo

The financial stability board defines the systemically important financial institutions as characterized by an important size, complexity and systemic
interconnectedness, such that a possible their failure would produce a breakdown to the whole financial system and economic activity. The current
determination of these institutions is based on yearly balance-sheet variables and expert judgment. A statistical procedure based on a permutation
test is proposed in order to cluster systemically important financial institutions splitting the financial system. In particular, the weights of a
combination of partial permutation tests are optimized, basing on several well-known systemic risk measures, available at daily frequency. The
procedure will be applied to the European banking institutions, for which the European Banking Union fully discloses information used in the
choice of systemically important financial institutions. The sample of banks in European Banking Authority is chosen, for which a stock quote is
available. The results are tested to reproduce as close as possible the selection of systemically important financial institutions made by the Basel
committee and to investigate in this way their relevance in the choice.

CO1553: Capturing systemic risk by robust and sparse network estimation

Presenter:  Gabriele Torri, University of Bergamo, Italy

Co-authors: Rosella Giacometti, Sandra Paterlini

Network analysis is becoming a fundamental tool in the study of systemic risk and financial contagion. Still, the network structure has to be
typically estimated from noisy data, as the true network structure is usually unobservable, and standard statistical methods return dense network
structures, which are hard to be interpreted. We introduce an approach that allows to estimate sparse networks, capturing only the relevant links,
and better deal with estimation error due to outliers. Empirical analysis on CDS spreads and equity returns highlights the ability of our approach to
capture/infer the most relevant European bank system interconnectedness and contagion dynamics.

CO403 Room 106 ADVANCES IN COMPLEX SPATIAL AND SPATIO-TEMPORAL ECONOMETRICS Chair: Maria Kyriacou

CO0365: Improving the UK index flood estimation by catchment characteristics with additive and spatial regression analyses

Presenter: Marinah Muhammad, University of Southampton, United Kingdom

Co-authors: Zudi Lu

Flood modelling at ungauged catchment has always been a challenging problem. Regionalization is an important procedure widely used with the
assumption flood peak can be explained by catchment characteristics. The Flood Estimation Handbook (FEH) model for index flood is a well-
established model of this kind in the UK. There are however unexpected or unknown features in flood dataset that need to be taken account of.
Two research questions are to be investigated: (1) Is the FEH model reliable in characterising the nonlinear effects of the catchment characteristics
for the UK flooding? (2) Could we improve the FEH model with a better accuracy in index flood estimation?Potential nonlinear effects of the
covariates are incorporated into the FEH model by an additive regression analysis. Moreover, spatial autocorrelation is examined on the regression
residuals, and potential spatial neighbouring effect is incorporated into the FEH regression by spatial econometric models. The results show that: (i)
our additive model analysis confirms the nonlinear impact of the catchment characteristics identified by the FEH model is reliable; (ii) the identified
statistical significance of spatial autocorrelation indicates the spatial neighbouring effect that is not taken account of in the FEH regression should
be well considered; (iii) it has been detected,the FEH regression with spatial error model is a most appropriate alternative to the FEH model, helping
to improve index flood estimation.

84 © CFE and CMStatistics networks. All rights reserved.



Saturday 10.12.2016 10:50 - 12:55 CFE-CMStatistics 2016 Parallel Session H — CFE-CMStatistics

CO1003: Variable selection with spatially autoregressive errors: A generalized moments LASSO estimator

Presenter: Arnab Bhattacharjee, Heriot-Watt University, United Kingdom

Co-authors: Ligian Cai, Roger Calantone, Taps Maiti

A new penalized variable selection and estimation method under a spatial regression model - a generalized moments LASSO estimator - is proposed
as a combination of the LASSO with GMM estimation. We consider the spatial error model where the error term is spatially autoregressive across
cross-section units. Statistical properties of penalized estimation methods like LASSO have not been studied under spatial regression models where
the errors are not IID. We establish parameter consistency and selection sign consistency of the proposed estimator in the low dimensional setting
when the parameter dimension p is fixed and smaller than the sample size n, as well as the high dimensional setting when p is greater than and
growing with n. In both cases, we assume sparsity, that is, the number of non-zero components of the parameter are assumed to be small relative
to the number of observations. Finite sample performance of the proposed method is examined by simulation studies, and compared with the
traditional LASSO for independent data. The methods are illustrated with an application to hedonic house price model for the Aveiro-lhavo urban
housing market in Portugal.

CO1187: Continuously updated indirect inference in SAR models with unobserved heterogeneity

Presenter: Maria Kyriacou, University of Southampton, United Kingdom

Co-authors: Peter CB Phillips, Francesca Rossi

Spatial units are often heterogeneous as they vary in many of their observed characteristics such as income and so the assumption homoskedasticity
may not hold. In the presence of unobserved heterogeneity the (Q)LE of both the spatial parameter and the exogenous regressors coefficients
become, in general, inconsistent. There is an evident lack of estimation methods that account for the presence of hetersokedasticity while allowing
for a wider class of heteroskedastic designs and also more realistic weight matrix designs. A Robust Generalized Methods of Moments (RGMM)
estimator has been previously proposed which is consistent in heteroskeskadic situations. Also a GMM method robust to heteroskedasticity has
been considered. Modifying the QMLE/MLE estimator has been proposed to restore consistency under mild forms of heteroskedasticity. There
is yet a method that provides finite sample refinements for moderate sample sizes for general forms of hetersoskedasticy without being restrictive
in the design of the exogenously given weights matrix. We propose an indirect inference based method robust to unobserved heterogeneity, the
Continuously Updated Indirect Inference (CUII) which is derived using a binding function with continuously updated diagonal variance/covariance
matrix. Simulation results reveal that our proposed CUII estimator is effective in reducing both bias and MSE compared to QML/ML and the
RGMM estimator.

C0O0959: Testing misspecification in spatial autoregressive models

Presenter:  Jungyoon Lee, Royal Holloway, University of London, United Kingdom

Spatial autoregressive (SAR) and related models offer flexible, yet parsimonious, ways to model spatial or network interaction. However, SAR
specifications rely on a particular parametric functional form and an exogenous choice of the so-called spatial weight matrix. Moreover, the choice
of SAR model over other alternatives, such as Spatial Durbin (SD) or Spatial Lagged X (SLX) models, is often arbitrary and unwarranted. The
aim is to develops a specification test in SAR model that can detect general forms of misspecification including that of the spatial weight matrix,
functional form and the model itself. We extend the framework of conditional moment testing to a general spatial setting. We derive the asymptotic
distribution of our test statistic under the null hypothesis of correct SAR specification and show consistency of the test. We also carry out a small
Monte Carlo study of finite sample performance.

CO1021: Some recent progress on nonlinear spatial modelling: A review

Presenter:  Zudi Lu, University of Southampton, United Kingdom

Larger amounts of spatial or spatio-temporal data with more complex structures collected at irregularly spaced sampling locations are prevalent in
a wide range of disciplines. With few exceptions, however, practical statistical methods for nonlinear modeling and analysis of such data remain
elusive. A review is provided on some developments and progress of our research. In particular, we will look at some nonparametric methods
for probability, including joint, density estimation, and semiparametric models for a class of spatio-temporal autoregressive partially nonlinear
regression models permitting possibly nonlinear relationships between responses and covariates. In the setting of semiparametric spatio-temporal
modelling, we will also show a computationally feasible data-driven method for spatial weight matrix estimation. For illustration, our methodology
is applied to investigate some land and housing prices data sets.

C0O279 Room 101 EMPIRICAL PROCESSES Chair: Bent Nielsen

CO0421: Tightness of M-estimators for multiple linear regression in time series

Presenter: Bent Nielsen, University of Oxford, United Kingdom

Tightness of a general M-estimator for multiple linear regression in time series is shown. The positive criterion function for the M-estimator is
assumed lower semi-continuous and sufficiently large for large argument. Particular cases are the Huber-skip and quantile regression. Tightness
requires an assumption on the frequency of small regressors. We show that this is satisfied for a variety of deterministic and stochastic regressors,
including stationary an random walks regressors. The results are obtained using a detailed analysis of the condition on the regressors combined
with some recent martingale results.

CO0427: The bivariate Kakutani division process

Presenter:  Winfried Stute, University of Giessen, Germany

The univariate Kakutani division process is a sequential procedure which generates data in the unit interval in such a way, that given data Uy, ..., U,,
the next U is uniform over the largest interval between two successive (ordered) U’s. The empirical process for such data is non-standard. We
present the bivariate extension of the Kakutani division process and study the associated empirical process.

CO0444: Residual empirical processes

Presenter: Hira koul, Michigan State University, United States

Residual empirical processes are known to play a central role in the development of statistical inference in numerous additive models. The aim
is to discuss some history and some recent advances in the asymptotic uniform linearity of residual empirical processes and their usefulness in
developing ADF GOF tests for error distribution functions in nonparametric ARCH(1) models.

CO0500: Statistical functionals of residuals

Presenter:  Vanessa Berenguer Rico, University of Oxford, United Kingdom

Co-authors: Bent Nielsen

The analysis of residuals is central in statistical modelling. This is often conducted using specification tests that involve statistical functionals
of residuals. We provide a general theoretical framework to systematically analyse the asymptotic properties of a wide class of residual-based
specification tests. The framework is built using empirical processes techniques and it is general enough to handle standard least squares regressions
as well as robust estimation procedures in models that include stationary and non-stationary regressors. The theoretical framework is then applied
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to study the asymptotic properties of some well-known specification tests, i.e., normality test based on cumulants, Kolmogorov-Smirnov statistics,
or White heteroskedasticity test. These are analysed in least squares and robust regression contexts.

CO0838: Testing constancy of structural parameters in the direction of random alternatives

Presenter: Miguel A Delgado, Universidad Carlos III de Madrid, Spain

The problem of testing the hypothesis of constancy of structural parameters versus the alternative that they are an unknown function of an observed
variable is considered. This includes testing that marginal effects are constant in regression models versus non-parametric interactive effects, and
specification testing of panel data models. Test statistics depend on partial sums of concomitants involving residuals, which resemble classical
parameter stability tests, where parameters vary with time under the alternative hypothesis. We also consider the problem of testing that a subset
of coefficients is constant, which includes testing the specification of partially linear regressions versus random slope coefficients. The test is
implemented using bootstrap approximations of the distribution of the statistic under the null hypothesis. We study the finite performance of the
test by means of Monte Carlo experiments.

CO705 Room S24 INVESTMENT STRATEGIES Chair: Fotis Papailias

CO0579: Returns signal momentum

Presenter:  Jiadong Liu, Queens University Belfast, United Kingdom

Co-authors: Fotis Papailias, Dimitrios Thomakos

A new type of momentum based on the probability of past returns signs is introduced. Position signals are generated when the equally weighted
average of past returns signs exceed a certain threshold. We consider various fixed and time-varying values for this threshold. We form a portfolio
which consists of 55 of the world’s most liquid commodity and financial futures. Investment strategies using returns signal momentum result in
higher returns, Sharpe ratio and lower maximum drawdown when compared to the 1/N, moving average strategies and the time series momentum.
Additional statistical tests illustrate the robustness of the method. Returns signal momentum can, hence, be considered as an effective strategy for
speculation and hedging by market participants.

CO1128: Investment strategies for energy assets

Presenter: Thomas Alexopoulos, University of Peloponnese, Greece, Greece

Co-authors: Dimitrios Thomakos, Rafael Yahlomi

A new investment strategy for Energy trading products is utilized, that can be used for hedging and risk management while accounting for the
high volatility of this asset class. The strategy consists of exploiting three stylized empirical facts of asset returns, momentum, mean reversion
and bubbles, by taking sequentially different segments of the data that are used in a functional-type of analysis. We illustrate the mechanics of the
proposed method with real data either on Energy related ETFs or stocks, but also in Energy futures as their volume appears an increasing trend in
many energy exchanges. Our results show that the proposed method can outperform other strategies, like a simple rebalancing strategy or the buy
and hold benchmark, as it exhibits better risk return characteristics. More importantly, it appears that it can identify turning points relatively fast
and is thus suitable for being used as a hedging and risk management tool in the highly unstable energy markets.

CO1115: A top-down approach to identifying bull and bear market states

Presenter:  Alan Hanna, Queens University Belfast, United Kingdom

Bull and bear markets receive considerable media and academic attention. It is widely believed that such states are important determinants of
wider market dynamics, yet no agreed definition exists. Frameworks are investigated for ex-post classification of asset prices in two-state (bull
and bear) markets. A number of potential difficulties with existing methodologies are highlighted. A new, flexible, hierarchical methodology is
proposed that addresses these issues and permits varying degrees of resolution, allowing secondary trends such as bear rallies to be incorporated.
The methodology is shown to be optimal under one measure of performance.

CO1312: Testing common time-varying coefficients in semiparametric panel data models with fixed effects

Presenter:  Alev Atak, City University London, United Kingdom

Co-authors: Yonghui Zhang

A nonparametric Wald-type test is proposed for common time-varying coefficients functions in semiparametric panel data models with fixed
effects. The idea is to compare the fitted homogeneous time-varying coefficients functions by a local linear dummy variable regression with
the estimated heterogeneous time-varying coefficient functions panel data model by running nonparametric regression for each individuals time
series observations. We show that after appropriate standardization the test statistic is asymptotically normally distributed under both the null
hypothesis and a sequence of Pitman local alternatives. We prove test consistency and propose a bootstrap procedure to obtain p-values. Monte
Carlo simulations indicate that the test performs well in finite samples.

CO0955: Forecasting and profiting from rare events

Presenter:  Fotis Papailias, Queens University Belfast, United Kingdom

A simple, yet intuitive, algorithm for outliers forecasting is presented. Given a suitable time series where outliers can be spotted in past observations,
we perform the following operations: (i) detect past outliers using a rolling window scheme, (ii) create the events time series with 1 indicating an
outlier and 0 otherwise, (iii) calculate the one-step ahead event probability using a recursive forecasting exercise. Then, based on these forecasts,
an investment strategy could be created. An example using real time data illustrates the applicability of the method.

CO329 Room 103 UNCERTAINTY: MEASUREMENT AND INFERENCE Chair: Wojciech Charemza

CO0837: Understanding the role of uncertainty in the Euro area business cycle

Presenter: Cecilia Melo Fernandes, Goethe-University Frankfurt am Main, Germany

Co-authors: Geoff Kenny

Parametric and non-parametric measures of economic uncertainty extracted from the density forecasts of professional forecasters are proposed
as a statistically and economically well-grounded concept of uncertainty that is linked to the ex ante predictability of economic outcomes. It
includes a block of three uncertainty indicators consisting of GDP uncertainty, unemployment uncertainty and inflation uncertainty. The properties
of different aggregate uncertainty measures are compared also with reference to other proxies for uncertainty commonly used in the literature. We
exploit the timing of the survey in order to identify an exogenous uncertainty shock in a Bayesian Vector AutoRegression (BVAR). The relevance
of uncertainty shocks during the Great Recession and subsequent sovereign debt crisis in the Euro area is then assessed both in sample and also in
terms of out-of-sample predictive content.

CO0616: On the effect of uncertainty on non-response to the European central bank survey of professional forecasters

Presenter:  Victor Lopez-Perez, Universidad Politecnica de Cartagena, Spain

The purpose is to explore how changes in macroeconomic uncertainty have affected the decision to reply to the European Central Bank Survey of
Professional Forecasters (ECB SPF). The results suggest that higher (lower) aggregate uncertainty increases (reduces) non-response to the survey.
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This effect is statistically and economically significant. Therefore, the assumption that individual ECB SPF data are missing at random may not
be appropriate. Moreover, the forecasters that perceive more individual uncertainty seem to have a lower likelihood of replying to the survey.
Consequently, measures of uncertainty computed from individual ECB SPF data could be biased downwards.

CO0853: Quasi ex-ante inflation forecast uncertainty

Presenter: Svetlana Makarova, University College London, United Kingdom

Co-authors: Wojciech Charemza, Carlos Diaz

A new measure of inflation uncertainty is proposed, which is, to an extent, net of the effects of the monetary policy decisions. The measure is
computed using the parameters of the weighted skew-normal distribution fitted to inflation forecast errors, which can be interpreted as representing
monetary policy outcomes. These parameters are then used for recovering a hypothetical distribution free of such outcomes, called the distribution
of the pseudo-ex-ante uncertainty. Under some general assumptions, it can be interpreted analogously to that of the distribution of the ex-ante
uncertainty in a survey of professional forecasters. The measure we propose, named the uncertainty ratio, is the ratio of variance of this hypothetical
distribution to the mean squared error of the original weighted skew-normal distribution fitted to forecast errors. This measure is computed for
annual inflation measured monthly for 38 countries. With the use of this ratio, we provide some evidence that the central banks independence
contributes positively towards a reduction in forecast uncertainty. We also evaluate ex-post and pseudo-ex-ante forecast uncertainty term structure
for U.K. and U.S. using new indicators and compare with earlier results.

CO0855: Uncertainty, parameters’ heterogeneity and cross-sectional dependence in fiscal reaction functions estimation

Presenter: Roberto Golinelli, University of Bologna, Italy

Co-authors: Irene Mammi

The estimation of fiscal reaction functions parameters, in order to assess the cyclicality of discretionary fiscal policies, has to tackle uncertainty
over several dimensions. Uncertainty may stem from different sources including the timing and composition of fiscal measures implemented by
policymakers; the difficulties in predicting variables such as potential GDP and output gap in real time, and data revisions; fiscal/volatility shocks
and the increase in volatility of macroeconomic indicators. Additional empirical challenges are represented by cross-sectional dependence in fiscal
shocks due to common latent factors or spatial spillovers and by the non-constancy of parameters across countries. An empirical estimation of
fiscal reaction functions for the Euro area countries between 1996 and 2016 is provided. A dynamic fiscal rule is estimated for the cyclically-
adjusted primary balance using dynamic-panel-data estimators, allowing for both parameters heterogeneity and common correlated random effects
in the errors. The sensitivity of the estimates to the use of ex-post, real-time or forecast data is investigated and the impact of macroeconomic
indicators revisions/forecast errors is evaluated. The role of interest-rate spreads is also analysed as determinants of both discretionary actions by
policymakers and of fiscal policy volatility, measured from the residuals of estimated fiscal rules on real-time data.

COO0755: A measure of ex-ante inflation uncertainty based on density forecast revisions

Presenter:  Carlos Diaz, University of Leicester, United Kingdom

A new measure of ex-ante inflation uncertainty is derived from UK inflation density forecasts. Based on the revision of these forecasts the density
of the shocks of information perceived by the Bank between two consecutive releases is obtained. The variance of these shocks can be interpreted
as a measure of the uncertainty that the Bank expects to affect inflation in the following quarter due to information obtained in the previous one.
The results show that inflation uncertainty was decreasing during the period leading to the financial crisis, increasing sharply during the period
2007-2011, and remaining stable after that but at levels higher than its pre-crisis values. A similar exercise is done with the GDP growth density
forecasts and the uncertainty spillovers between both variables are investigated.

CO419 Room Graduation hal RECENT ADVANCES IN LARGE PANEL DATA ANALYSIS Chair: Herman van Dijk

CO00929: Local-to-unity asymptotics for the factor analytical approach

Presenter: Milda Norkute, Lund University, Sweden

Co-authors: Joakim Westerlund

A recent study proposes a new factor analytical (FA) method for the estimation of stationary dynamic panel data models with fixed effects. Our
interest in this method originates with the fact it does not require explicit detrending of the data, a practice that is known to cause problems of bias
and low power in (near) unit root panels, especially in models that include a linear trend. Our purpose is to study the properties of FA when applied
to such (near) unit root panels with a possible trend.

CO0759: Point optimal panel unit root testing with covariates

Presenter:  Arturas Juodis, University of Groningen, Netherlands

Co-authors: Joakim Westerlund

Asymptotic optimality results are provided for panel unit root tests with covariates by deriving the Gaussian power envelope. The results extend
previous ones which consider the special case when no information on covariates is available. The main conclusion is that the use of covariates
holds considerable promise in the panel data context, much more so than in the time series context. The biggest difference occurs in the empirically
relevant case with incidental trends. Specifically, while the power envelope without covariates is defined within N -l 4T~ !_neighborhoods of unity,
the envelope with covariates is in general defined within N~ /271 -neighborhoods. Therefore, the use of the covariates not only leads to increased
power, but it can actually have an order effect on the shrinking neighborhoods around unity for which power is non-negligible. As a way to explore
this increase in power in practice, a feasible point optimal unit root test is proposed, whose small-sample properties are investigated by means of
Monte Carlo simulation.

CO1696: Cross-section average-based confidence intervals for diffusion index forecasts

Presenter: Hande Karabiyik, VU University Amsterdam, Netherlands

Co-authors: Jean-Pierre Urbain, Stephan Smeekes, Joakim Westerlund

A situation is considered where is a single time series that can be forecasted by using a set of observed regressors and a set of latent factors. We
assume there exists a set of panel data variables with a large number of cross-section () and time series observations (7 that are affected by
the same latent factors. We propose to estimate the factors by using the cross-sectional averages of the panel data variables and then use these
estimates in the forecasting equation to obtain the forecasts by using the least squares estimation method. We show that when the number of
panel data variables (m) is equal to the number of unobserved factors (r), predicted conditional mean of the variable to be forecasted is consistent
and asymptotically normal as \ﬂT)/N goes to zero. We provide an estimation method for the variance as well that lead to a successful way of
constructing confidence intervals. Additionally we show how this result fails to hold when (m) is not equal to (7).

CO1317: A Hausman test for cross-section dependence in linear panel regression models

Presenter:  Simon Reese, Lund University, Sweden

Testing for the presence of cross-section dependence in panel data is becoming an ever more relevant model specification issue given the increasing
use of interactive fixed effects models. We contribute to this strand of the literature by proposing a Hausman test for cross-section dependence. By
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focusing on differences in the parameter vectors, our focus is thus different from that of dominating existent tests which are based on correlations in
the model residuals. The distribution of the interactive fixed effects estimator under the null hypothesis is derived using a normalisation techniques
for the factor estimates, allowing to circumvent the problem of asymptotic singularity. Simulations reveal good performance results relative to
other tests.

CO591 Room S23 ADVANCES IN OPTION PRICING AND HEDGING USING STOCHASTIC VOLATILITY MODELS Chair: Juan-Pablo Ortega

CO1036: Non-affine GARCH option pricing models, variance dependent kernels, and diffusion limits

Presenter:  Alex Badescu, University of Calgary, Canada

Co-authors: Zhenyu Cui, Juan-Pablo Ortega

The pricing and weak convergence of an asymmetric non-affine, non-Gaussian GARCH model is investigated when the risk-neutralization is based
on a variance dependent exponential linear pricing kernel with stochastic risk aversion parameters. The risk-neutral dynamics are obtained for a
general setting and its weak limit is derived. We show how several GARCH diffusions, martingalized via well-known pricing kernels, are obtained
as special cases and we derive necessary and sufficient conditions for the presence of financial bubbles. An extensive empirical analysis using both
historical returns and options data illustrates the advantage of coupling this pricing kernel with non-Gaussian innovations.

CO1235: Option valuation with IG-GARCH model and an U-shaped pricing kernel

Presenter: Christophe Chorro, University, France

Co-authors: Fanirisoa Rahantamialisoa

Empirical and theoretical studies have attempted to establish the U-shape of the log-ratio of conditional risk-neutral and physical probability density
functions. The main subject is to question the use of such a U-shaped pricing kernel to improve option pricing performances. Starting from the
so-called Inverse Gaussian GARCH model (IG-GARCH), known to provide semi-closed form formulas for classical European derivatives when an
exponential affine pricing kernel is used, we build a new pricing kernel that is non-monotonic and that still have this remarkable property. Using a
daily dataset of call options written on the S&P500 index, we compare the pricing performances of these two IG-GARCH models proving, in this
framework, that the new exponential U-shaped stochastic discount factor clearly outperforms the classical exponential affine one. What is more,
several estimation strategies including options or VIX information are tested taking advantage of the analytical tractability of these models.

C00569: GARCH option pricing models with Meixner innovations

Presenter:  Alexander Melnikov, University of Sankt Gallen, Switzerland

Co-authors: Matthias Fengler

GARCH option pricing models are presented with Meixner distributed innovations. The risk-neutral dynamics are derived by means of the
conditional Esscher transform. The models are estimated from time series data and price options by simulating the transition density of stock
prices and the Radon-Nikodym process under the historical measure jointly. Assessing the option pricing performance both in-sample and out-
of-sample, one finds that the model compares favorably against the benchmark models. Simulations suggest that the driver of these results is the
impact of conditional skewness and conditional excess kurtosis on option prices.

C00324: On different pricing approaches for options under GARCH with non-normal innovations

Presenter:  Lars Stentoft, University of Western Ontario, Canada

Two different pricing frameworks are typically used in the literature when pricing options under GARCH with non-normal innovations: the
equilibrium approach and the no-arbitrage approach. Each framework can accommodate various forms of GARCH and innovation distributions,
but empirical implementation and tests are typically done in one framework or the other because of the computational challenges that are involved
in obtaining the relevant pricing parameters. We contribute to the literature by comparing and documenting the empirical performance of a GARCH
specification which can be readily implemented in both pricing frameworks. The model uses a parsimonious GARCH specification with skewed and
leptokurtic Johnson s, innovations together with either the equilibrium based framework or the no-arbitrage based framework. Using a large sample
of options on the S&P 500 index, we find that the two approaches give rise to very similar pricing errors when implemented with time-varying
pricing parameters. However, when implemented with constant pricing parameters, the performance of the no-arbitrage approach deteriorates in
periods of high volatility relative to the equilibrium approach whose performance remains stable and at par with the models with time-varying
pricing parameters.

CO1155: Pricing and hedging of non-affine ARSYV options using volatility dependent kernels

Presenter: Lyudmila Grigoryeva, University of Konstanz, Germany

Co-authors: Alex Badescu, Juan-Pablo Ortega

New pricing and hedging strategies are proposed for a non-affine auto-regressive stochastic volatility (ARSV) models with non-predictable drift
which allows to account for leverage effects. We consider a volatility dependent exponential linear pricing kernel with stochastic risk aversion
parameters and implement both pricing and hedging for ARSV models estimated via the hierarchical-likelihood method. This technique proves to
outperform standard GARCH and Heston-Nandi based strategies in terms of a variety of considered criteria in an empirical exercise using historical
returns and options data.

CO0363 Room 102 RECENT DEVELOPMENTS IN COINTEGRATION ANALYSIS Chair: Martin Wagner

CO1043: Residual based consistent bubble detection

Presenter: Leopold Soegner, Institute for Advanced Studies, Austria

Co-authors: Martin Wagner

Consistent testing and monitoring procedures are presented for detecting bubbles, defined as episodes of mildly explosive behavior, based on
residuals from estimated equilibrium relationships. Under the null these relationships correspond to cointegrating relationships, whereas the errors
are mildly explosive under the bubble alternative. The goal of the procedures is to detect transitions in both directions, based on backward sup ADF
statistics. This monitoring procedure is used to investigate arbitrage parities, such as the Covered Interest Rate Parity and the Triangular Arbitrage
Parity.

CO0856: Linear fully modified OLS estimation of cointegrating polynomial regressions

Presenter:  Oliver Stypka, TU Dortmund, Germany

Co-authors: Martin Wagner

In the empirical environmental Kuznets curve (EKC) literature, which investigates a potentially inverted U-shaped relationship between measures
of economic development and pollution respectively emissions, it is common practice to use cointegration methods developed for the linear setting
in nonlinear contexts. This means that integrated processes and its powers are both considered to be /(1) and estimators designed for asymptotically
valid inference in standard cointegration settings like the FM-OLS estimator are commonly applied as if there were multiple integrated regressors
included in the regression. We show that this “linear” estimator has, surprisingly, the same limiting distribution as the FM-CPR estimator developed
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specifically for cointegrating polynomial regressions, which takes into account that nonlinear functions of integrated processes are not I(1). We
also show, by means of simulations, that inference based on the FM-CPR estimator outperforms inference based on the “linear” FM-OLS estimator
in terms of both lower size distortions and higher (size-corrected) power.

CO1385: Some results on the structure theory of cointegrated state space systems

Presenter: Massimo Franchi, University of Rome La Sapienza, Italy

Minimality of the state space representation of a stochastic process places restrictions on the rank of certain matrices that show up in the leading
coecient of the principal part of its implied transfer functions; when unit roots are allowed for, those restrictions and the reduced rank structure of
the state matrix polynomial at one shape the integration and cointegration properties of the state and the observed processes. A characterization of
cointegration and polynomial cointegration in integrated state space systems is presented in the I(d) case for generic integer d and the leading /(1)
and 1(2) cases are discussed in detail. Extensions to multiple frequency unit roots and connections with the results in the literature are also covered.

CO0779: Cointegrating multivariate polynomial regressions: Fully modified OLS estimation and inference

Presenter: Martin Wagner, Technical University Dortmund, Germany

Co-authors: Oliver Stypka

A fully modified OLS (FM-OLS) estimator is developed for cointegrating multivariate polynomial regressions, i.e. regressions that include as
explanatory variables deterministic variables, integrated processes and products of non-negative integer powers of the integrated processes. The
stationary errors are allowed to be serially correlated and the regressors are allowed to be endogenous. We extend existing variants of the FM-OLS
estimator to cointegrating multivariate polynomial regressions, which overcomes the additive separability restriction typically used in nonlinear
cointegration analysis for the polynomial case. The FM-OLS estimator has a zero-mean Gaussian mixture limiting distribution that allows for
standard asymptotic inference. In addition to hypothesis testing on the parameters also Wald and LM specification tests are derived, as well as
a KPSS-type test for cointegration. The theoretical analysis is complemented by a simulation study. Since the developed estimator immediately
leads to a RESET-type specification test, we also compare in the simulation section the performance of our FM-OLS RESET with other (partly
more restrictive) cointegration specification tests.

CO0531: A topological view on the identification of structural vector autoregressions

Presenter: Klaus Neusser, University of Bern, Switzerland

The notion of the group of orthogonal matrices acting on the set of all feasible identification schemes is used to characterize the identification
problem arising in structural vector autoregressions. This approach presents several conceptual advantages. First, it provides a justification for the
use of the normalized Haar measure as the natural uninformative prior. This specification of priors corresponds to the invariance principle. Second,
using the multivariate beta distribution we derive the joint distribution of blocks of parameters defining an identification scheme. Finally, it allows
the coherent introduction of perturbed identification schemes which is of relevance for the specification of time-varying vector autoregressions.

CO373 Room 112 COMPUTATIONAL APPROACHES IN ECONOMETRICS Chair: Sandra Paterlini

CO1065: Default contagion & systemic risk in the intercorporate loan guarantee network

Presenter:  Wenwei Li, EBS Universitaet fuer Wirtschaft und Recht, Germany

Co-authors: Shenglin Ben, Ulrich Hommel, Sandra Paterlini, Jiefang Yu

A one-mode network is proposed to model the intercorporate loan guarantee activities in China and test it with the field research data from
Zhejiang Province. By stress testing the network, we also reveal the shock transmission mechanism and loss contagion process within the loan
guarantee market. The empirical results show that the topology of the presented network is close to a scale-free structure, which is robust against
accidental failures but vulnerable to coordinated attacks. The simulation analysis further highlights some important findings. First, the rising level
of corporate debt (including private lending) will weaken sample companies capabilities to absorb losses from the contingent guarantee liabilities,
in turn leading to a larger scale of domino effect. Second, the continuous credit support from financial institutions during crisis will significantly
increase the survival rate of the sample companies, and reduce the losses from default contagion.

CC0477: Statistical and computational tradeoff in econometric models building by genetic algorithms

Presenter: Manuel Rizzo, Sapienza University of Rome, Italy

Co-authors: Francesco Battaglia

When a Genetic Algorithm (GA), or in general a stochastic algorithm, is employed in a statistical problem, the result is affected by both the
variability due to sampling error, due to the fact that only a sample is observed, and the variability due to the stochastic nature of the algorithm.
Such issues can be analyzed by understanding the trade-off between statistical accuracy and computational efforts. We focus on statistical estimation
problems for which the variability of the GA estimates can be decomposed in the two sources of variability by means of cost functions, related
to both data acquisition and runtime of the algorithm. Simulation studies will be presented to discuss the statistical and computational tradeoff
question.

CO0960: Sorting out your investments: Sparse portfolio vonstruction via the ordered /; norm

Presenter: Philipp Johannes Kremer, EBS Universitaet fuer Wirtschaft und Recht, Germany

Co-authors: Sandra Paterlini, Malgorzata Bogdan

Since its introduction to the statistics literature, the desiring features of simultaneous model selection and estimation have gained Lasso a wide
recognition in statistics and also recently in financial portfolio optimization. Still, the Lasso has well-known shortcomings when applied to the
setting of highly dependent financial data. We move away from the standard framework of orthogonal design and apply the recently developed
sorted /1 penalized estimation, called SLOPE, to the framework of correlated data. SLOPE relies on the idea of penalizing coefficients with a
stronger signal more heavily and clumping equally correlated assets together. In fact, in a simulated factor model, SLOPE is able to identify
and to cluster assets with the same underlying risk factor exposures into one group. This enables the investor to improve his ex-ante portfolio
risk management. Furthermore, our empirical analysis on the SP100 and SP500 from 2004-2016 confirms the validity of SLOPE in developing
effective investment strategies.

CO0752: Effects of diversification and capital buffers on the EU sovereign network

Presenter: Margherita Giuzio, EBS Universitaet fur Wirtschaft und Recht, Germany

Co-authors: Sandra Paterlini

After the European sovereign debt crisis, it has become clear that government bonds are not risk-free investments and are heterogeneous in their
risk profiles. Therefore, recent policy discussions focused on the introduction of stricter capital and diversification requirements for EU government
bonds holdings. We investigate the effect of these requirements on the European banking system, relying on the EBA stress-test dataset and on
the Securities Holdings Statistics including sovereign exposures of the entire German banking system. Having access to such data, we point
out some biases of the EBA sample that may undermine its representativeness. Furthermore, we analyse the sovereign portfolios of both EBA
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and German banks, by calculating their risk and diversification at the level of single monetary financial institutions and of the entire system,
and discuss the implications of home-bias, i.e very concentrated positions of banks toward their home country. By requiring higher portfolio
diversification, regulators may force connections and dependence between banks through common asset holdings, which represent an important
channel of contagion in presence of financial distress. By using the German banking portfolios at an ISIN-level, we can then estimate the spillover
risk and calculate the response of German banks to potential fire sales.

CCO0170: Modelling multidimensional extremal dependance for operational risk

Presenter: Sandra Paterlini, European Business School Germany, Germany

Co-authors: Claudia Klueppelberg, Oliver Key

A statistical model of operational losses is introduced based on extreme value distributions and bipartite graphs, which perfectly capture the event
type and business line structure of operational risk data. The model explicitly takes into account the Pareto tails of losses as well as heterogeneous
dependence structures between them. We then derive estimators for individual as well as aggregated tail risk, measured in terms of Value-at-Risk
and Conditional Tail Expectations for very high confidence levels. Asymptotic properties as well as upper and lower bounds are discussed. We
introduce then two estimation methods for such risk-measures and test their validity on simulated data. Finally, by having access to real-world
operational risk losses from the Italian banking system, we show that the estimated quantities converge to the asymptotic values and show that
quantifying dependence by means of the empirical severity and frequency distribution can have quite an impact on estimates at both individual and
aggregate level.

CO0365 Room 109 MACROECONOMETRICS Chair: Toshiaki Watanabe

CO1077: Large time varying parameter VARs for macroeconomic forecasting

Presenter: Gianni Amisano, Federal Reserve Board, United States

Co-authors: Domenico Giannone, Michele Lenza

Bayesian time varying parameter models have been widely used for forecasting purposes and as exploratory devices. In spite of their obvious
overparameterization, these models are capable of reproducing salient features of the data. The main challenge is to use them with many endogenous
variables. The problem is that VAR models are over-parameterized and each coefficient is endowed with its own drift term. Therefore the state
equation shock covariance matrix becomes huge. In addition, in order to contain the effects of random walk dynamics on coefficients it is important
to specify a prior that greatly limits the amount of time variation and to provide a sensible initialization. We propose to use an informative Bayesian
VAR on the pre-sample to obtain a sensible initialization and calibrate the prior in a conservative way. In addition, we use the VAR Kronecker
structure to reduce the number of free parameters in the state equation. We also augment the model with a suitable stochastic volatility specification.
We conduct two experiments, the first one in VARs with 7 and 20 variables. We show that our specification works very well in prediction, both in
terms of point and density forecasts, and yields substantial gains especially in periods of recessions and economic turbulence.

CO0850: Macroeconomic forecasting in times of crises

Presenter: Pablo Guerron, Boston College, United States

A parsimonious semiparametric method is proposed for macroeconomic forecasting during episodes of sudden changes. Based on the notion of
clustering and similarity, we divide the series into blocks, search for the closest blocks to the most recent block of observations, and with the matched
blocks we proceed to forecast. One possibility is to compare local means across blocks, which captures the idea of matching directional movements
of a series. We show that our approach does particularly well during the Great Recession and for variables such as inflation, unemployment, and
real personal income. When supplemented with information from housing prices, our method consistently outperforms parametric alternatives for
the period 1990 - 2015.

CO1032: Trend inflation and exchange rate dynamics: A new Keynesian approach

Presenter: Takashi Kano, Hitotsubashi University, Japan

Exchange rate implications of trend inflation are studied within a two-country new Keynesian model under incomplete international financial
markets. A new Keynesian Phillips curve generalized by persistent variations in trend inflation with a positive long-run mean implies a second-
order expectational difference equation of inflation rate in each country. A smoother and persistent process of the cross-country inflation differential
as well as a slower moving dynamics of within-sector price dispersions leads to (i) a persistent real exchange rate with an autoregressive root close
to one, (ii) a volatile real exchange rate relative to cross-country inflation differential, and (iii) an almost one-to-one comovement between real and
nominal exchange rates within an otherwise standard two-country new Keynesian model. Trend inflation, therefore, approaches the persistence and
volatility puzzles of exchange rates dynamics in actual data.

CO0966: Money market interest rate uncertainty and macroeconomic implications

Presenter: Michele Lenza, European Central Bank, Germany

Co-authors: Carlo Altavilla, Giacomo Carboni

The aim is to evaluate the macroeconomic impact of uncertainty about future interest rates in the Euro area interbank market for unsecured
loans. The results suggest that the volatility of money market rates proxied by either realised or implied volatility of future interest rates contains
information on the macroeconomic environment over and above standard measures of economic uncertainty. The effects of this uncertainty shock
on the economy resemble those associated to a demand shock. Remarkably, these macroeconomic effects remain robust after controlling for a
number of uncertainty indicators, stock market volatility, financial stress measures, and volatility of macroeconomic news.

CO1574: Cross-country evidence on the effectiveness of monetary policy: A time-varying parameter VAR approach

Presenter:  Jouchi Nakajima, Bank for International Settlements, Switzerland

Co-authors: Andrew Filardo

Base on a time-varying parameter VAR approach, the aim is to estimate the time-varying effectiveness of monetary policy, identifying unconven-
tional monetary policy shocks from market surprises and highlighting a lending channel. US, the euro area and Japan experiences are analysed to
highlight the similarities and differences in the experiences of quantitative easing.
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CO721 Room Board meeting room I REGIME CHANGE MODELING IN ECONOMICS AND FINANCE II Chair: Willi Semmler

CO1478: A three-phase model of climate change mitigation

Presenter:  Sergey Orlov, Inernational Institute for Applied System Analysis, Austria and Lomonosov Moscow State University, Russia
Co-authors: Elena Rovenskaya, Julia Puaschunder, Willi Semmler

A three-phase optimal control model is considered for economic growth and climate change mitigation through transiting to low-carbon technolo-
gies. In the first phase, companies invest in adopting low-carbon technologies and a part of the required investment is reimbursed through ‘climate’
bonds issued by the government. The second phase starts when the greenhouse gases’ concentration is reduced to a pre-industrial level and firms
have fully adopted low-carbon technologies. In this phase, bonds are being repaid through taxation. In the last phase, the economy is accumulating
capital and consume enjoying the stabilized climate. The standard consumption based utility function in the logarithmic form is applied over all
three phases. We use GPOPS-II software to find a locally optimal solution in the model, including the optimal switching times between phases.
We compare the obtained optimal solution with a business-as-usual version of this model, in which no mitigation action is undertaken. The social
welfare function in the mitigation policy model turns out to be greater than the one in the business-as-usual model over almost the entire time
horizon of consideration with the exception of a short period in the beginning of the first phase.

CO1704: Application of receding horizon optimal control to DICE integrated assessment models

Presenter: Timm Faulwasser, Karlsruhe Institute of Technology, Germany

Co-authors: Lars Gruene, Christopher M Kellett, Steven Weller

To quantify the damages from anthropogenic emissions of heat-trapping greenhouse gases, specifically carbon dioxide (CO2), integrated assessment
models are used to describe the dynamics of climate-economy interactions. We consider the computation of the Social Cost of Carbon (SCC) via the
Dynamic Integrated model of Climate and the Economy (DICE). Typically, any SCC computation is based on the solution of a single (long-horizon)
optimal control problem. We show that receding-horizon strategies can also be used to compute the SCC. In receding-horizon optimal control,
also known as model predictive control in the field of systems and control, one solves a sequence of short-horizon optimal control problems, of
which only the first part of the optimal solution is used, instead of tackling the long-horizon optimal control problem directly. We demonstrate that
tools developed in a systems and control context can be used to analyze the receding-horizon approximation of the SCC. Furthermore, we show
that the receding-horizon strategy facilitates feedback, introducing an element of robustness. Additionally, we comment on different strategies of
computing the SCC and a recently published open-source MATLAB implementation of DICE.

CO0219: The nonlinear nature of country risk

Presenter:  Jacek Kotlowski, Narodowy Bank Polski, Poland

Co-authors: Michal Brzoza-Brzezina

Country risk premia can substantially affect macroeconomic dynamics. We concentrate on one of their most important determinants - a country’s
net foreign asset position and - in contrast to the existing research - investigate its nonlinear link to risk premia. The importance of this particular
nonlinearity is twofold. First, it bears a close relationship to debt crises. Second, such a nonlinear relationship is a standard ingredient of DSGE
models, but its proper calibration/estimation is missing. Our estimation shows that indeed the link is highly nonlinear and helps to identify the
NFA position where serious and posibly dangerous nonlinearities kick in at -70% to -80% of GDP. We also provide a proper calibration of the risk
premium - foreign debt relationship applicable to DSGE models and demonstrate that the steady state NFA position matters for economic dynamics
in such a model.

CO1647: On the way out of a recession

Presenter:  Stephen Nicar, Franklin and Marshall College, United States

The recession that occurred in the United States from 2007 through 2009, along with the sluggish recovery since, has generated a spirited debate
among policy makers and academics on the desirability and effects of fiscal policy. A central question that has emerged from this debate is whether
the size of the multiplier on fiscal policy varies across the business cycle. Recent theoretical and empirical work provides evidence that it does.
Almost all of the theoretical work has focused on how the zero bound on nominal interest rates may result in non-linear effects of fiscal policy,
while much of the empirical work supports the idea that non-linearities may arise under less restrictive circumstances. One drawback of many
of these empirical studies is that the results are not motivated by an alternative theory of the mechanism through which fiscal policy effects vary
across the cycle. A notable exception within the theoretical literature is a model previously developed by Michaillat that provides a labor-market
mechanism for different government spending multipliers across the business cycle. While Michaillat’s model is consistent with the existing
empirical evidence, the mechanism it proposes has not been tested explicitly. We propose fill this gap in the literature, evaluating the model with
respect to the U.S. using a Bayesian mixed-frequency VAR.

CO1664: Stochastic games with endogenous transitions

Presenter: Reinoud Joosten, Twente University, Netherlands

A stochastic game is introduced in which transition probabilites between states depend on the history of the play. We analyze this game under the
limiting average reward criterion. We determine the set of jointly-convergent pure-strategy rewards which can be supported by equilibria involving
threats. For expository purposes we analyze a stylized fishery game. Each period, two agents choose between catching with restraint or without.
The resource is in either of two states, High or Low. Restraint is harmless to the fish, but it is a dominated action at each stage. The less restraint
shown during the play, the higher the probablities that the system moves to Low. The latter may even become ‘absorbing temporarily’, i.e. transition
probabilities to High become zero temporarily.

CG282 Room 108 CONTRIBUTIONS IN BOOTSTRAP IN ECONOMETRICS Chair: Peter Boswijk

CC0491: Bootstrap inference for impulse response functions in factor-augmented vector autoregressions

Presenter:  Yohei Yamamoto, Hitotsubashi University, Japan

Residual-based bootstrap methods are considered to construct the confidence interval for structural impulse response functions in factor-augmented
vector autoregressions. In particular, we compare the bootstrap with factor estimation (Procedure A) with the bootstrap without factor estimation
(Procedure B). In theory, both procedures are asymptotically valid under a condition T/NO, where N and T are the cross-sectional dimension and the
time dimension, respectively. Even when T/NO is irrelevant, Procedure A still accounts for the effect of the factor estimation errors on the impulse
response function estimate and it achieves good coverage rates in most cases. On the contrary, Procedure B is invalid in such cases and tends to
undercover if N is much smaller than T. However, Procedure B is implemented more straightforwardly from the standard structural VARs and the
length of the confidence interval is shorter than that of Procedure A in finite samples. Given that Procedure B still gives a satisfactory coverage rate
unless N is very small, it remains in consideration of empirical use, although using Procedure A is safer as it correctly accounts for the effect of the
factor estimation errors.
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CC1591: Testing for heteroscedasticity in jumpy and noisy high-frequency data: A resampling approach

Presenter:  Ulrich Hounyo, Aarhus University, Denmark

Co-authors: Kim Christensen, Mark Podolskij

A new way is proposed to measure and test the presence of time-varying volatility in a discretely sampled jump-diffusion process that is con-
taminated by microstructure noise. We use the concept of pre-averaged truncated bipower variation to construct our t-statistic, which diverges
in the presence of a heteroscedastic volatility term (and has a standard normal distribution otherwise). The test is inspected in a general Monte
Carlo simulation setting, where we note that in finite samples the asymptotic theory is severely distorted by infinite-activity price jumps. To im-
prove inference, we suggest a bootstrap approach to test the null of homoscedasticity. We prove the first-order validity of this procedure, while
in simulations the bootstrap leads to almost correctly sized tests. As an illustration, we apply the bootstrapped version of our t-statistic to a large
cross-section of equity high-frequency data. We document the importance of jump-robustness, when measuring heteroscedasticity in practice. We
also find that a large fraction of variation in intraday volatility is accounted for by seasonality. This suggests that, once we control for jumps and
deflate asset returns by a non-parametric estimate of the conventional U-shaped diurnality profile, the variance of the rescaled return series is often
close to constant within the day.

CC1615: Stationary bootstrapping for realized covolatility with high frequency noisy and asynchronous observations.

Presenter: Eunju Hwang, Gachon University, Korea, South

Co-authors: Dong Wan Shin

Under two important modern financial market features such as noise and non-synchronicity, the average realized volatility matrix is adopted for
consistent estimators of the integrated covariations, and their asymptotic normal theories are established. Furthermore, stationary bootstrapping is
applied to propose the bootstrap realized volatility matrix and its validity for the high frequency heterogeneous returns is proved by showing that
there exist parameters of the stationary bootstrap blocks so that the bootstrap consistencies hold. Confidence intervals and hypothesis tests for the
integrated covariance, regression coefficient and correlation coefficient are constructed. The proposed bootstrap methods extend the existing i.i.d.
bootstrapping methods for realized covariations that are confined to synchronous noise-free sampling. A Monte Carlo experiment shows good
finite sample performances of the proposed bootstrap methods for high frequency noisy asynchronous samples.

CC1477: Estimated Wold representation and spectral density driven bootstrap for time series

Presenter:  Jonas Krampe, TU Braunschweig, Germany

Co-authors: Jens-Peter Kreiss, Efstathios Paparoditis

For purely nondeterministic stationary processes, the spectral density is factorized to get coefficients of a moving average representation of the
process which, appropriately normalized, are identical to those of the Wold representation. This relation together with a spectral density estimator
is used to obtain estimators of these coefficients. A moving average bootstrap for time series is then developed which uses the entire sequence of
estimated moving average coefficients together with appropriately generated pseudo-innovations to obtain new pseudo-time series. It is shown that
if the underlying process is linear and the pseudo-innovations are generated by means of an i.i.d. wild bootstrap which mimics, to the necessary
extend, the moment structure of the true innovations, then this bootstrap asymptotically works for a wide range of statistics. The relations of the
new bootstrap procedure to the linear process bootstrap and to the autoregressive sieve bootstrap are discussed, with the latter being a special case
of the moving average bootstrap, when an autoregressive spectral density estimator is used. Simulations investigate the performance of the new
bootstrap procedure in finite samples and a real-life data example is presented.

CCO0178: Wild bootstrap seasonal unit root tests for time series with periodic non-stationary volatility

Presenter: Anton Skrobotov, Russian Presidential Academy of National Economy and Public Administration, Russia

Co-authors: Giuseppe Cavaliere, Robert Taylor

The behaviour of the well-known HEGY regression-based seasonal unit root tests is investigated in cases where the driving shocks are allowed
to display periodic non-stationary volatility and conditional heteroskedasticity. Our set up allows for periodic heteroskedasticity, non-stationary
volatility and (seasonal) GARCH as special cases. We show that the limiting null distributions of the HEGY tests depend, in general, on nuisance
parameters which derive from the underlying volatility process. Monte Carlo simulations show that the standard HEGY tests can be substantially
over-sized in the presence of such effects. As a consequence, we propose bootstrap implementations of the HEGY tests, based around a seasonal
block wild bootstrap principle. This is shown to deliver asymptotically pivotal inference under our general conditions on the shocks. Simulation
evidence is presented which suggests that our proposed bootstrap tests perform well in practice, largely correcting the size problems seen with the
standard HEGY tests even under extreme patterns of heteroskedasticity, yet not losing finite sample relative to the standard HEGY tests.

CG324 Room Board meeting room I CONTRIBUTIONS IN TIME-SERIES ECONOMETRICS Chair: Stanislav Anatolyev

CC0452: Fractal methods for fractional cointegration

Presenter: Ladislav Kristoufek, Institute of Information Theory and Automation, Czech Academy of Sciences, Czech Republic

Detrended fluctuation analysis (DFA) and detrending moving average (DMA) methods are standardly used for fractional differencing parameter d
estimation. Recently, the DFA and DMA based estimators of standard regression parameters have been proposed. The estimators possess some
desirable properties with regards to long-range dependence, trends, seasonalities and heavy tails. We study properties of both estimators beyond
the general fractional cointegration framework, i.e. we examine a simple model y; = &+ Bx; + u;, where x; ~ I(d) and u; ~ I(d — b) which implies
y: ~ I(max[d,d — b]). The fractional cointegration requires » > 0 while the standard cointegration CI(1,1) assumes x;,y; ~ I(1) and u; ~ 1(0).
We are interested in various combinations of d and b parameters (0 < d,b < 1, i.e. we cover not only the fractional cointegration framework).
We provide a broad Monte Carlo simulation study focusing on different time series lengths, combination of d and b parameters, and on possible
spurious relationships. Specifically, we compare the estimators based on DFA and DMA with the standard OLS procedure under true and spurious
relationships (f = 0 and  # 0). Based on the bias, standard error and mean squared error of the estimators, the new procedures outperform OLS
for various settings (e.g. withd =1 and b < 0.5).

CC0629: Asymptotic behavior of temporal aggregation in mixed-frequency datasets

Presenter:  Cleiton Guollo Taufemback, Universidad Carlos III de Madrid, Spain

It is well known that discarding intermediate data in a time series mixed-frequency dataset, also called temporal aggregation, imply a loss of infor-
mation. We demonstrate that temporal aggregation results in inconsistent estimates by showing how aliasing affects the linear regression model. We
also propose a new method to circumvent this inconsistency. We analyze stationary and non-stationary linear semiparametric/nonparametric mod-
els. Monte Carlo simulations illustrate that the proposed method has good finite sample properties. Finally, an empirical application to quarterly
GDP and monthly US indicators data highlights the applicability of our approach.

CC0981: Specifying autoregressive processes: A horse race of frequentist model selection methods

Presenter: Niels Aka, DIW Berlin, FU Berlin, Germany

Co-authors: Rolf Tschernig

In a Monte Carlo simulation study, autoregressive processes are selected using three model selection methods: (i) standard information criteria,
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(i1) the model confidence set (MCS), (iii) jackknife model averaging (JMA). The autoregressive processes that create synthetic data have zero
restrictions for some lags, thus instead of just testing for the maximum lag order, a full specification search is performed. Using standard criteria
in this case poses a multiple testing problem and could therefore impair subsequent analyses. To assess the severity of this problem and the ability
of more elaborate methods to address it, implications of each method’s model choice are judged against the true model. In particular, multi-period
forecasts and impulse response functions serve as testing grounds. The results indicate that in small samples JMA consistently produces better
forecasts than standard criteria, while the MCS approach improves forecasts only at longer forecast horizons. For larger samples and fixed DGPs,
model uncertainty becomes negligible and relying on standard criteria is a dominant strategy. Further extensions are in progress, namely the
addition of penalized methods and the use of vector autoregressive moving average processes to create synthetic data.

CC1494: Volatility filtering in estimation of kurtosis (and variance)

Presenter:  Stanislav Anatolyev, CERGE-EI and New Economic School, Czech Republic

The kurtosis of the distribution of financial returns characterized by high volatility persistence and thick tails is notoriously difficult to estimate
precisely. We propose a simple but effective procedure of estimating the kurtosis coefficient (and variance) based on volatility filtering that uses a
simple GARCH model. In addition to an estimate, the proposed algorithm issues a signal of whether the kurtosis (or variance) is finite or infinite.
We also show how to construct confidence intervals around the proposed estimates. Simulations indicate that the proposed estimates are much
less median biased than the usual method-of-moments estimates, their confidence intervals having much more precise coverage probabilities. The
procedure also works well when the underlying volatility process is not the one the filtering technique is based on. We illustrate how the algorithm
works using several actual series of returns.

CC1690: A data-cleaning augmented Kalman filter for robust estimation of state space models

Presenter: Martyna Marczak, University of Hohenheim, Germany

Co-authors: Tommaso Proietti, Stefano Grassi

The aim is to present a robust augmented Kalman filter that extends the data cleaning filter to the general state space model featuring nonstationary
and regression effects. The robust filter shrinks the observations towards their onestepahead prediction based on the past, by bounding the effect
of the information carried by a new observation according to an influence function. When maximum likelihood estimation is carried out on the
replacement data, an Mtype estimator is obtained. We investigate the performance of the robust AKF in two applications using as a modeling
framework the basic structural time series model, a popular unobserved components model in the analysis of seasonal time series. First, a Monte
Carlo experiment is conducted in order to evaluate the comparative accuracy of the proposed method for estimating the variance parameters.
Second, the method is applied in a forecasting context to a large set of European trade statistics series.

EO217 Room 006 GRAPHICAL TOOLS FOR STATISTICAL DATA ANALYSIS Chair: Lola Martinez-Miranda

EOO0159: SiZer for untraditional data

Presenter:  Cheolwoo Park, University of Georgia, United States

Co-authors: Yongho Jeon, Kee-Hoon Kang

An exploratory data analysis approach is proposed when data are observed as intervals in a nonparametric regression setting. The interval-valued
data contain richer information than single-valued data in the sense that they provide both center and range information of the underlying structure.
Conventionally, these two attributes have been studied separately as traditional tools can be readily used for single-valued data analysis. We
propose a unified data analysis tool that attempts to capture the relationship between response and covariate by simultaneously accounting for
variability present in the data. It utilizes a kernel smoothing approach, which is conducted in scale-space so that it considers a wide range of
smoothing parameters rather than selecting an optimal value. It also visually summarizes the significance of trends in the data as a color map across
multiple locations and scales. We demonstrate its effectiveness as an exploratory data analysis tool for interval-valued data using simulated and
real examples.

E00282: Choosing graphics for exploring data: Scagnostics and interaction

Presenter: Katrin Grimm, University of Augsburg, Germany

Choosing the right graphics for understanding and analyzing new data sets with a huge number of variables can be time intensive and challenging. To
get first insights into important variables and interesting structures a small number of well chosen criteria and the right interactive tools can provide
really helpful support. This talk concentrates on scagnostics, which are measures for characterizing scatterplots. Scagnostics (from scatterplot and
diagnostics) were first mentioned by Paul and John Tukey in the 1980s. Concrete measures were previously proposed and implemented in the
R-package scagnostics. Specifically, clustering plots using nine scagnostics were suggested to identify both unusual plots (outliers) and frequently
occurring plots (summarised by exemplars). Providing flexible interactive interfaces for the criteria gives the user more control of the analysis.
The aim is to introduce an interactive apps programmed with the R-package shiny and shows the functionality using a dataset of the 2013 German
election.

EO0336: Graphical tools for modal clustering diagnostics

Presenter:  Jose E Chacon, Universidad de Extremadura, Spain

Modal clustering is a nonparametric methodology that uses density estimation to find clusters. The basic idea is to estimate the modes of the density,
and then assign points to the modes by finding the basins of attraction of the modes. We present diagnostics for modal clustering. Particularly, we
provide graphical tools to assess the uncertainty in the cluster assignment of a data point. As expected, the higher uncertainty zones are located
around the cluster boundaries.

EOO0415: Statistical significance of features using CircSiZer

Presenter: Maria Oliveira, University of Santiago de Compostela, Spain

Co-authors: Rosa Crujeiras, Alberto Rodriguez-Casal

Nonparametric smoothing methods, such as kernel methods, are useful tools for exploring underlying structures in data samples. However, both
for nonparametric density and regression estimation, the smoothing parameter controls the global appearance of the estimator and its dependence
on the sample, in such a way that an unsuitable choice of this value may provide a misleading estimate of the density or the regression curve.
Hence, the assessment of the statistical significance of the observed features through the smoothed curve should be required for not compromising
the extracted conclusions. SiZer methods provide a graphical tool to assess significance features of the underlying curve without relying on a
smoothing parameter. Several adaptations of SiZer have been proposed in the statistical literature, making it possible to extend this graphical tool
to a variety of contexts, such as circular data, yielding the CircSiZer. The CircSiZer method, both for circular density and circular-linear regression,
will be described and its performance will be checked with some simulated data examples and illustrated with real datasets from different scientific
fields.
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EO1131: Visual inference: Statistics at street corners

Presenter: Heike Hofmann, Statistics and Statistical Laboratory, Iowa State University, United States

Co-authors: Di Cook

Visual inference allows us to determine whether something seen in a data plot is really there similarly to classical statistical hypothesis testing.
Visual inference is based on non-parametric inferential methods using human observers to establish the relevance of graphical findings, thereby
creating a bridge between classical statistical inference and exploratory data analysis. Based on a previous work, we will start with the lineup
protocol, give examples where visual inference has allowed us to gain insight beyond classical modeling situations, and go into a discussion of
some of the still open questions on visual inference.

EO057 Room 213 BAYESIAN METHODS FOR DEPENDENT DATA Chair: Antonio Linero

EO0182: Dependent Bayesian density estimation with species sampling models

Presenter:  Jaeyong Lee, Seoul National University, Korea, South

A novel Bayesian nonparametric model is considered for density estimation with an underlying spatial structure. The model is built on a class
of species sampling models, which are discrete random probability measures that can be represented as a mixture of random support points and
random weights. Specifically, we construct a collection of spatially dependent species sampling models and propose a mixture model based on
this collection. The key idea is the introduction of spatial dependence by modeling the weights through a conditional autoregressive model. We
will also give examples in time series and climate data. The computation methods with Markov chain Monte Carlo and variational method will be
discussed.

EO0234: Treed covariate segmentation models for soil carbon and other nonstationary spatial processes

Presenter:  Veronica Berrocal, University of Michigan, United States

A key component of statistical models for environmental applications is the spatial covariance function, which is traditionally assumed to belong
to a parametric class of stationary models whose parameters are estimated using observed data. While convenient, the assumption of stationarity
is rarely realistic; as a result, there is a rich literature on alternative strategies that allow the covariance function to vary across space. We consider
a Bayesian nonstationary spatial model constructed through the convolution of locally stationary spatial processes. Regions of local stationarity
underlying our model are determined via segmentation of the geographic space into homogeneous regions based on the within-region distribution
of spatially-varying covariate information. Via Bayesian model averaging, we account for uncertainty in the segmentation process, as well as the
situation where multiple spatially-varying covariates are relevant to describing the nonstationary behavior of the process of interest. In this way,
spatially-referenced covariates in our model are allowed to drive both the first and second moments of the spatial process. One advantage of our
modeling framework over other covariate-driven nonstationary spatial models is that our approach does not require the covariates to be observed at
the same location as either the observations or prediction locations. We illustrate our methodology through an application in soil science.

EOO0717: Process-based hierarchical models for coupling high-dimensional LiDAR and forest variables over large geographic domains
Presenter: Yuzhen Zhou, University of Nebraska-Lincoln, United States

Co-authors: Andrew Finley, Sudipto Banerjee, Bruce Cook

Recent advancements in remote sensing technology, specifically Light Detection and Ranging (LiDAR) sensors, provide the data needed to quantify
forest characteristics at a fine spatial resolution over large geographic domains. From an inferential standpoint, there is interest in prediction and
interpolation of the often spatially misaligned LiDAR signals and forest variables. We propose a fully process-based Bayesian hierarchical model
for above ground biomass (AGB) and LiDAR signals. The process-based framework offers richness in inferential capabilities (e.g. inference on
the entire underlying processes instead of their values only at pre-specified points) and their easier interpretability. Key challenges we obviate
include misalignment between the AGB observations and LiDAR signals and the high-dimensionality in the model emerging from LiDAR signals
in conjunction with the large number of spatial locations. We offer simulation experiments to evaluate our proposed models and also apply them to
a challenging dataset comprising LiDAR and spatially coinciding forest inventory variables.

EO0896: Models for high-dimensional non-Gaussian dependent data

Presenter:  Jonathan Bradley, Florida State University, United States

Co-authors: Scott Holan, Christopher Wikle

A Bayesian approach is introduced for analyzing high-dimensional dependent data that are distributed according to a member from the exponential
family of distributions. This problem requires extensive methodological advancements, as jointly modeling high-dimensional dependent data leads
to the so-called ‘big n problem’. The computational complexity of this problem is further exacerbated by allowing for non-Gaussian data models.
Thus, we develop new computationally efficient distribution theory for this setting. In particular, we introduce a class of conjugate multivariate
distributions for the exponential family. We discuss several theoretical results regarding conditional distributions, an asymptotic relationship with
the multivariate normal distribution, parameter models, and full-conditional distributions for a Gibbs sampler. We demonstrate the modeling
framework through several examples, including an analysis of a large dataset consisting of American Community Survey (ACS) period estimates.

EO103 Room 007 BAYESIAN SEMI-AND NONPARAMETRIC MODELLING I Chair: Antonio Lijoi

EO0190: Frequentist analysis of the posterior for high-dimensional models

Presenter:  Johannes Schmidt-Hieber, Leiden University, Netherlands

Recently, various methods have been proposed for estimation and model selection in high-dimensional statistical settings. The most widely known
procedure is the LASSO which can be interpreted as a maximum a posteriori probability estimate. Generalizing this, it seems natural to study high-
dimensional statistics using the Bayesian method. Firstly, we will summarise recent results concerning posterior shrinkage and model selection
for spike-and-slab type priors. These methods are known to perform well theoretically but are hard to compute. Secondly, priors which can be
represented as scale mixtures of normals are discussed. The well-known horseshoe prior is for instance of this form. We derive sharp conditions
under which such priors are sparsity inducing and show some simulations.

EO0682: Posterior contraction of the population polytope in finite admixture models

Presenter: Long Nguyen, University of Michigan, United States

The posterior contraction behavior is studies for the latent population structure that arises in admixture models as the amount of data increases.
We adopt the geometric view of admixture models - alternatively known as topic models - as a data generating mechanism for points randomly
sampled from the interior of a (convex) population polytope, whose extreme points correspond to the population structure variables of interest.
Rates of posterior contraction are established with respect to Hausdorff metric and a minimum matching Euclidean metric defined on polytopes.
Tools developed include posterior asymptotics of hierarchical models and arguments from convex geometry.
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EO0590: Bayesian nonparametric calibration and combination of predictive distributions

Presenter: Federico Bassetti, Univeristy of Pavia, Italy

Co-authors: Roberto Casarin, Francesco Ravazzolo

A Bayesian approach is introduced to predictive density calibration and combination that accounts for parameter uncertainty and model set incom-
pleteness through the use of random calibration functionals and random combination weights. Building on previous work, we use infinite beta
mixtures for the calibration. The proposed Bayesian nonparametric approach takes advantage of the flexibility of Dirichlet process mixtures to
achieve any continuous deformation of linearly combined predictive distributions. The inference procedure is based on Gibbs sampling and allows
accounting for uncertainty in the number of mixture components, mixture weights, and calibration parameters. The weak posterior consistency of
the Bayesian nonparametric calibration is provided under suitable conditions for unknown true density. We study the methodology in simulation
examples with fat tails and multimodal densities and apply it to density forecasts of daily S&P returns and daily maximum wind speed at the
Frankfurt airport.

EO1255: Bayesian detection of image boundaries

Presenter: Meng Li, Duke University, United States

Co-authors: Subhashis Ghosal

Detecting boundary of an image based on noisy observations is a fundamental problem of image processing and image segmentation. For a
d-dimensional image (d = 2,3,...), the boundary can often be described by a closed smooth (d — 1)-dimensional manifold. We propose a non-
parametric Bayesian approach based on priors indexed by S¢~!, the unit sphere in R¢. We derive optimal posterior contraction rates for Gaussian
processes or finite random series priors using basis functions such as trigonometric polynomials for 2-dimensional images and spherical harmonics
for 3-dimensional images. For 2-dimensional images, we show a rescaled squared exponential Gaussian process on S! achieves four goals of guar-
anteed geometric restriction, (nearly) minimax optimal rate adapting to the smoothness level, convenience for joint inference and computational
efficiency. We conduct an extensive study of its reproducing kernel Hilbert space, which may be of interest by its own and can also be used in other
contexts. Several new estimates on the modified Bessel functions of the first kind are given. An R package is available online to implement the
developed fast posterior sampling algorithm. Simulations confirm excellent performance and robustness of the proposed method.

EO1225: Bayesian estimation of the threshold of a generalised Pareto distribution for heavy-tailed observations

Presenter:  Cristiano Villa, University of Kent, United Kingdom

A method is discussed to define prior distributions for the threshold of a generalised Pareto distribution, in particular when its applications are
directed to heavy-tailed data, and considering a semi-parmatric model set up. We propose to assign prior probabilities to the order statistics of a
given set of observations. In other words, we assume that the threshold coincides to one of the data points. We show two ways of defining a prior:
by assigning equal mass to each order statistic, that is a uniform prior, and by considering the worth that every order statistic has in representing the
true threshold. Both proposed priors represent a scenario of minimal information, and we study their adequacy through simulation exercises and
by analysing two applications from insurance and finance.

EO185 Room 202 DEALING WITH FINANCIAL TIME SERIES Chair: Pedro Galeano

EO0221: Modelling high dimensional stock dependence using factor copulas

Presenter:  Hoang Nguyen, Universidad Carlos III de Madrid, Spain

Co-authors: Concepcion Ausin, Pedro Galeano

Multivariate GARCH models are widely used to derive the dynamic dependence structure of financial time series. However, the number of
parameters becomes explosive in high dimensions which results in most of the models in the literature being static. Alternatively, factor copulas as
the truncated C-vines rooted at the latent variables are proposed for tackling the problem. As in any factor model setting, it is assumed that each
financial time series is affected by some common latent factors. Factor loadings are modelled as generalized autoregressive score (GAS) processes
imposing a dynamic dependence structure in their densities. We employ the Bayesian approach to estimate the different specifications of the factor
copula models. Condition on the latent factors, time series become independent which allows the algorithm to run in a parallel setting. Besides,
the independence assumption of the latent models also reduces the computational burden for the conditional posterior distribution. A simulation
study shows the performance for each models. We suggest DIC criteria for model selection. Finally, we provide an illustration on the stock price
of companies listed in S&P100 and compare the prediction power of models using Value-at-Risk.

EO0368: A robust theoretical regression tree to detect structural breaks in financial time series

Presenter: Carmela Cappelli, University of Naples Federico II, Italy

Co-authors: Francesca Di lorio

In several real life and research situations data are naturally bounded by intervals, but usually they are analyzed summarizing the original data into
single values. By doing so, some relevant information in the original data is lost. In the last years, efforts have been done either to extend classical
methods or to develop new approaches to deal with interval-valued data. We address the problem of locating multiple structural breaks in financial
Interval-Valued Time Series (IVTS), which represent a special case of IVTS because, for a given time unit, it is available, besides the extremes
values (lowest and highest) of the corresponding interval, also the last value (closing) that is the most widely used in standard analysis. Moreover,
financial time series are characterized by high variability and the presence of outliers that can affect the correct identification of break dates. In
order to cope with the above issues, we define the lower and upper bound of the intervals as a function of the closing value, and then we employ,
in the framework of a regression tree based approach, a robust distance that is able to neutralize the impact of outliers. We present the results of an
empirical application to the prices of the American International Group (AIG) that shows the usefulness of the proposed procedure.

EO0672: Bayesian semiparametric multivariate stochastic volatility

Presenter: Martina Danielova Zaharieva, University of Muenster, Germany

The proposed framework is a Cholesky-type multivariate stochastic volatility model (MSV), in which the multivariate distribution of the error term
is modeled as univariate infinite scale mixture of Gaussian distributions. A Bayesian non-parametric approach, in particular a Dirichlet process
mixture, is adopted. This allows for high flexibility of the return distribution with respect to the kurtosis. Furthermore, the Cholesky decomposition
allows for parallel univariate process modeling, creating potential for higher dimension MSV. Markov Chain Monte Carlo methods are applied for
the posterior simulation and the computation of the predictive density. Finally, the predictive abilities of the model are studied by means of the
predictive density evaluation.

EO1010: Non-parametric mixture copula models

Presenter:  Audrone Virbickaite, University of Konstanz, Germany

Co-authors: Hedibert Lopes

A Bayesian non-parametric Gaussian mixture copula model is proposed. This allows us to model asymmetric and fat-tailed dependence structures
between multiple variables and also permits parsimonious models in high dimensions. While the copula is obtained from an infinite location-
scale mixture of multivariate Gaussian distributions, inference and prediction is carried out using MCMC methods, in particular slice sampling
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techniques. The proposed model is investigated using simulated data and applied to model dependence between financial returns. Finally, extensions
are considered to time-varying infinite Gaussian mixture copula models.

EC1153: Out-of-sample forecasting performance of predictive regression models

Presenter:  Anibal Emiliano da Silva Neto, Universidad Carlos III de Madrid, Spain

Co-authors: Jesus Gonzalo, Jean-Yves Pitarakis

Several studies have shown that most of the linear predictive regression models could not forecast better than the simple historical average for the
US equity premium; besides, techniques such as economically motivated constraints as well as bootstrap aggregation (henceforth, bagging) were
shown to decrease the mean squared forecast errors of some linear models and outperform the historical average. However, there are no studies
that investigate the performance of such techniques in the context of nonlinear models, and also whether these improvements are robust to the
window size choice or not. Our aim is to verify whether applying these constraints as well as bagging indeed provide more accurate forecasts
than the historical average, by means of both Clark-West and Rossi-Inoue’s forecast comparison tests. By employing linear (bivariate and a
factor model) and nonlinear (Markov-Switching and Threshold) predictive models, an empirical application to the S& P500 and Goyal and Welch
financial data shows that the gains in terms of out-of-sample forecasting accuracy provided by applying only the constraints and constraints with
bagging outperform the historical average. However, for most of the variables, these gains are only robust to the window size choice for the case of
constraints with bagging.

EO065 Room 212 DEPENDENCE MODELS AND COPULAS II Chair: Fabrizio Durante

EO0231: Dependence models and copulas in coherent systems

Presenter:  Jorge Navarro, Universidad de Murcia, Spain

Representations for the reliability function of coherent systems with possibly dependent components are obtained. The representations are similar
to copula representations and are based on distortion (aggregation) functions of the component reliability functions. These representations can be
used to compare different systems in some stochastic orders. Similar representations can be obtained for the residual lifetimes of the system at a
time t under different assumptions. We consider the following cases: (1) At time t all the components are working. (2) At time t we just know
that the system is working. (3) At time time the system is working but some components do not work and we know the failure times of the broken
components.

EO00289: Stochastic properties of conditionally dependent frailty models

Presenter: Rosario Rodriguez-Grinolo, Universidad Pablo de Olavide, Spain

Co-authors: Jose-Maria Fernandez-Ponce, Pellerey Franco

The frailty approach provides a convenient tool in survival analysis and reliability to model dependence between lifetimes of individuals, or between
components, due to common environmental conditions. The frailty (an unobservable random vector that describes environmental conditions) acts
simultaneously on the hazard functions of the lifetimes. Comparisons between frailty models have been studied by assuming independence for
the baseline survival functions and the corresponding environmental parameters. A generalization of these models is developed, which assumes
conditional dependence between the components of the random vector. Some conditions for stochastic comparisons are provided and several
examples of frailty models satisfying these conditions are also described.

EO1048: Distributions with fixed marginals maximizing the mass of the endograph and the graph of a function

Presenter:  Wolfgang Trutschnig, University of Salzburg, Austria

Motivated by the question of maximizing the probability that X does not default before ¥ within the class of all random variables X,Y with given
(continuous) distribution functions F and G respectively, we solve the more general problem of maximizing the mass of the endograph I'S(T) of
a not necessarily monotonic transformation 7 : [0, 1] — [0, 1] within the class of all copulas. In particular, we show that the maximum is attained
for a completely dependent copula and derive a simple and easily calculable formula for the maximum. Based on an analogous formula for the
maximal mass of the graph of T we then characterize all non-decreasing T" for which the maximum mass of the endograph and the maximal mass
of the graph coincide.

EOO0571: Some results on two-dimensional extreme-value copulas
Presenter: Manuela Schreyer, University of Salzburg, Austria
Co-authors: Wolfgang Trutschnig, Juan Fernandez Sanchez

Working with Markov kernels (conditional distributions) and right-hand derivatives D™ of Pickands dependence functions A we study some results
of two-dimensional extreme-value copulas (EVCs) C4. Underlining the usefulness of working directly with the right-hand derivatives D™, we
give an alternative simple proof of the fact that EVCs with piecewise linear A can be expressed as weighted geometric mean of some EVCs whose
dependence functions A have at most two edges and present a generalization of this result. Furthermore we sketch an elegant extension of the proof
of the validity of the Hutchinson-Lai conjecture for EVCs to arbitrary, non-smooth A, and state a new conjecture on the precise region determined
by all possible values of Kendall’s T and Spearman’s p for EVCs.

EO0662: CoVaR for asymptotically dependent losses

Presenter:  Piotr Jaworski, University of Warsaw, Poland

CoVaR (conditional Value at Risk) is a newly introduced risk measure which is oriented on systemic risk. If random variables X and Y are
modelling our phenomena, say actuarial risks or losses from the investments, CoVaR of Y with respect to X is VaR of conditional Y. In more details
CoVaRg(Y|X) = VaRg(Y |X € E), where E, the Borel subset of the real line, is modelling some adverse event concerning X. The basic properties
of CoVaR will be presented. Especially, when the copula of the losses/risks belongs to one of the basic families modelling upper tail dependence:
conic, extreme value or right truncation invariant.
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EO469 Room 216 MODERN APPROACHES TO ANALYSIS OF CORRELATED DATA Chair: Hyokyoung Grace Hong

EO00250: Conditional screening for survival data

Presenter: Hyokyoung Grace Hong, Michigan State University, United States

Co-authors: Jian Kang, Yi Li

Identifying important biomarkers that are predictive for cancer patients’prognosis is key in gaining better insights into the biological influences on
the disease and has become a critical component of precision medicine. The emergence of large-scale biomedical survival studies, which typically
involve excessive number of biomarkers, has brought high demand in designing efficient screening tools for selecting predictive biomarkers. The
vast amount of biomarkers defies any existing variable selection methods via regularization. The recently developed variable screening methods,
though powerful in many practical setting, fail to incorporate prior information on the importance of each biomarker and are less powerful in
detecting marginally weak while jointly important signals. We propose a new conditional screening method for survival outcome data by computing
the marginal contribution of each biomarker given priorly known biological information. This is based on the premise that some biomarkers are
known to be associated with disease outcomes a priori. Our method possesses sure screening properties and a vanishing false selection rate.The
utility of the proposal is further confirmed with extensive simulation studies and analysis of a Diffuse large B-cell lymphoma (DLBCL) dataset.

EOO0715: Generalized principal component analysis: Dimensionality reduction through the projection of natural parameters

Presenter:  Yoonkyung Lee, Ohio State University, United States

Co-authors: Andrew Landgraf

Principal component analysis (PCA) is useful for a wide range of data analysis tasks. However, its implicit link to the Gaussian distribution can
be undesirable for discrete data such as binary and multi-category responses or counts. We generalize PCA to handle various types of data using
the generalized linear model framework. In contrast to the existing approach of matrix factorizations for exponential family data, our generalized
PCA provides low-rank estimates of the natural parameters by projecting the saturated model parameters. Due to this difference, the number of
parameters does not grow with the number of observations and the principal component scores on new data can be computed with simple matrix
multiplication. We provide a computationally efficient algorithm for finding the principal component loadings and demonstrate the benefits of the
proposed approach numerically.

EO0801: Permutation based test on covariance separability

Presenter:  Johan Lim, Seoul National University, Korea, South

Covariance separability is an attractive feature of matrix variate data, which can improve and simplify many multivariate procedures. Due to its
importance, testing separability has much attention in the literature. The procedures in the literature are based on the likelihood ratio (LR) test
under normality, and aim to find a good approximation to its null distribution. We propose a new procedure, which is very different from existing
ones. We rewrite the null hypothesis (the separability of the covariance matrix) into many sub-hypotheses (the separability of the sub-matrices
of the covariance matrix), which are testable using a permutation-based procedure. We then combine the testing results of sub-hypotheses using
the Bonferroni procedure. Our procedure has at least two advantages over the existing LR test under normality. Our procedure is based on the
permutation procedure and inherently distribution free; thus it is robust to non-normality of the data. In addition, unlike the LR test, it is applicable
to the data whose sample size is smaller than the number of unknown parameters in the covariance matrix. The numerical study and real data
example show these advantages of our procedure over the existing LR test under normality.

EO1338: Integrative association analysis of multiple heterogeneous data sources

Presenter: Irina Gaynanova, Texas A and M University, United States

Co-authors: Gen Li

The growth of data collection and data sharing led to increased availability of multiple types of data collected on the same set of objects. As
an example, RNASeq, miRNA expression and methylation data for the same tumor samples are publicly available through the Cancer Genome
Atlas (TCGA). Due to the scale of the data, as well as its heterogeneity, it is typical to analyze each data type separately. We use penalized
risk minimization framework as a building block for integrative association analysis of multiple heterogeneous data sources. By learning the
sparse representation of underlying matrix decompositions, we are able to identify the patterns that are common across the data sources as well as
source-specific patterns.

EO1330: Rank-consistency of the generalized Bradley-Terry model with link misspecification

Presenter:  Yongdai Kim, Seoul National University, Korea, South

Estimation of ranks has been received much attention in the areas of information retrieval and online game design, and the Bradley-Terry model is
popularly used. We show that the popularity of Bradley-Terry model is due to not only flexible modeling and easy computation but also some nice
asymptotic properties even when the model is misspecified. We give sufficient conditions under which the Bradley-Terry model yields a consistent
estimate of ranks with partial preference data when the true generative model of ranks belongs to the class of Thurstone model. By numerical
experiments, we illustrate that the proposed sufficient conditions are important and practically useful.

EO145 Room 003 STATISTICAL METHODS FOR ACTUARIAL SCIENCES AND FINANCE Chair: Tim Verdonck

EO0285: Regression modeling for the valuation of large variable annuity portfolios

Presenter: Emiliano Valdez, University of Connecticut, United States

Variable annuities are life insurance policies that contain complex guarantees where there is no closed-form formula to calculate the value of the
guarantees except for some special cases. Insurance companies rely heavily on the Monte Carlo simulation method, which is usually very time-
consuming, to price the guarantees. It will take a computer that can process several cash flow projections per second about 2-3 days to finish the
computation. As a result, valuation and risk management of such large portfolios are a big challenge to insurance companies. Metamodeling has
been proposed to address this computational challenge which consists of two components: the experimental design used to select a small set of
policies from a large portfolio and the metamodel used to approximate the fair market value (or similar quantities). Existing metamodels (e.g.,
kriging) assume that the fair market value of the guarantees follows a normal distribution, an assumption not appropriate for fair market value of the
guarantees that are typically positively skewed. The skewness is due to the fact that the payoffs have a larger range than the fees of the guarantees.
To address this problem, we propose to use GB2 (generalized beta of the second kind) distributions with four parameters to model the fair market
values of VA guarantees. Compared to existing techniques, this method can better capture the skewness of the distribution of the fair market values.

EC1674: Identifiability of plug-in age-period-cohort models of Lee-Carter type

Presenter: Eric Beutner, Maastricht University, Netherlands

Co-authors: Simon Reese, Jean-Pierre Urbain

The basic Lee-Carter model is an age-period model that uses a non-linear parametrization of the logarithm of the central forces of mortality. To
ensure identifiability constraints have to be added to the model. The same holds true for cohort extensions of the basic Lee-Carter model. To be
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able to forecast with these age-period-cohort models a two step procedure is applied. In a first step the parameters of the models are estimated.
In the second step a time series model that allows for forecasting is fitted to a subset of the estimated parameters. The models that result by
replacing a subset of the parameters by a time series model are called plug-in Lee-Carter models. We will analyze whether these plug-in models
are identifiable. It will be seen that, for instance, an identified age-period model combined with an identified time series model does not necessarily
lead to an identified plug-in model.

EO1264: Robust and Pareto optimality of insurance contracts

Presenter:  Vali Asimit, City University London, United Kingdom

Co-authors: Valeria Bignozzi, Ka Chun Cheung, Junlei Hu, Eun-Seok Kim

The optimal insurance problem represents a fast growing topic that explains the most efficient contract that an insurance player may get. The
classical problem investigates the ideal contract under the assumption that the underlying risk distribution is known, i.e. by ignoring the parameter
and model risks. Taking these sources of risk into account, the decision-maker aims to identify a robust optimal contract that is not sensitive
to the chosen risk distribution. We focus on Value-at-Risk (VaR) and Conditional Value-at-Risk (CVaR)-based decisions, but further extensions
are easily possible. The worst-case scenario and worst-case regret robust models are discussed, which have been already used in the investment
portfolio literature. Closed-form solutions are obtained for the VaR Worst-case scenario case, while Linear Programming (LP) formulations are
provided for all other cases. The Pareto optimality of the robust insurance contracts is also investigated and simple numerical methods are found
for constructing insurance contracts that are Pareto and robust optimal. Our numerical illustrations have shown that marginal evidence in favour of
our robust solutions is obtained for VaR-decisions, while our robust methods are clearly preferred for all other risk measures.

EO00273: On CRDIV and banks’ simultaneous defaults

Presenter: Marco Petracco, Joint Research Centre of the European Commission, Italy

Co-authors: Francesca Di Girolamo, Andrea Pagano

The Capital Requirement Directive IV issues rules on the new regulatory standards for bank capital adequacy. Among others, it requires all
instruments in the additional Tier 1 layer of a credit institution to be written down or converted into equity, as soon as the CET1 falls below 5.125%
of risk weighted assets. Whether or not the new framework is making the banking sector more resilient, there is still one issue that regulators have
never dealt with. What the Basel accord imposes to each bank is a minimum capital meant to cover unexpected losses as the banks were isolated
entities. In reality, banks are exposed to common borrowers. A quantitative assessment of the effect of having a commonality among banking
shocks is performed. The banks are supposed to be interconnected via a correlation and contagion structure and a micro simulation model is used
to estimate the joint distribution of losses. Results show that the correlation increases systemic losses up to 5% or to 40% when adding second
round effects. A series of rules are defined to annihilate the losses due to the commonality. The analysis provides evidence that the regulatory rule
of requiring extra capital as soon as the CET1 falls down the 5.125% of risk weighted assets is more efficient than asking GSIBs or all banks to
increase their capital, and may thus be an efficient macroeconomic tool to face banks’ simultaneous defaults and help in dealing with the missing
piece of the Basel framework.

EO1228: A new approach for buffering stock returns in investment-linked annuity contracts

Presenter: Daniel Linders, KU Leuven, Belgium

Co-authors: Servaas van Bilsen

The purpose is to introduce a new class of unit-linked insurance contracts providing a stream of future cash flows linked to stock market returns
through the performance of a reference index. The innovation of the contract design lies in the absorption of financial shocks into future cash
flows. Indeed, in order to temper the volatility in the cash flow stream, we only gradually adjust future cash flows to past financial shock. This is
in contrast with the current unit-linked products where a financial shock is fully reflected in the subsequent cash flows. Our framework allows to
tailor insurance contracts to the specific risk-profile of the policyholder. In order to build a realistic risk management framework, we consider a
financial market with Levy distributed shocks. Whereas working in a Gaussian context might be mathematical tractable, it may be dangerous when
the market exhibits extreme movements. Apart from the Gaussian distribution, our framework allows to use a broad spectrum of non-Gaussian
distributions which incorporate stylized facts of stock market returns, such as heavy tails, skewness, kurtosis, etc. We show how to price and hedge
the liabilities associated with our new insurance contract and provide numerical illustrations of the performance of the hedge.

EO053 Room 209 THEORETICAL FOUNDATIONS OF BIG DATA Chair: Guang Cheng

EO0353: A distributed estimator based on a one-step approach

Presenter: Xiaoming Huo, Georgia Institute of Technology, United States

Distributed statistical inference has recently attracted enormous attention. Many existing work focuses on the averaging estimator. We propose
a one-step approach to enhance a simple-averaging based distributed estimator. We derive the corresponding asymptotic properties of the newly
proposed estimator. We find that the proposed one-step estimator enjoys the same asymptotic properties as the centralized estimator. The proposed
one-step approach merely requires one additional round of communication in relative to the averaging estimator; so the extra communication
burden is insignificant. In finite sample cases, numerical examples show that the proposed estimator outperforms the simple averaging estimator
with a large margin in terms of the mean squared errors. A potential application of the one-step approach is that one can use multiple machines to
speed up large scale statistical inference with little compromise in the quality of estimators. The proposed method becomes more valuable when
data can only be available at distributed ma-chines with limited communication bandwidth.

EO0688: Divide and conquer in non-standard problems and the super-efficiency phenomenon

Presenter: Cecile Durot, Univ. Paris Nanterre, France

The aim is to study how the divide and conquer principle — partition the available data into subsamples, compute an estimate from each subsample
and combine these appropriately to form the final estimator — works in non-standard problems where rates of convergence are typically slower
than square-root n, and limit distributions are non-Gaussian, with a special emphasis on the least squares estimator of a monotone regression
function. We find that the pooled estimator, obtained by averaging non-standard estimates across the mutually exclusive subsamples, outperforms
the non-standard estimator based on the entire sample in the sense of pointwise inference. We also show that, under appropriate conditions, if the
number of subsamples is allowed to increase at appropriate rates, the pooled estimator is asymptotically normally distributed with a variance that
is empirically estimable from the subsample-level estimates. Further, in the context of monotone function estimation we show that this gain in
pointwise efficiency comes at a price — the pooled estimator’s performance, in a uniform sense (maximal risk) over a class of models worsens as
the number of subsamples increases, leading to a version of the super-efficiency phenomenon. In the process, we develop analytical results for the
order of the bias in isotonic regression which are of independent interest.

EO0784: Learning large directed acyclic graphs from high-dimensional data

Presenter:  Qing Zhou, UCLA, United States

Co-authors: Bryon Aragam, Arash Amini

A penalized likelihood estimation framework is developed to learn the structure of Bayesian networks, represented as directed acyclic graphs, from
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high-dimensional data. In contrast to recent methods which accelerate the learning problem by restricting the search space, our main contribution
is a fast algorithm for score-based structure learning which does not restrict the search space in any way. We provide a comprehensive comparison
of our approach to several standard structure learning methods on graphs with up to 8,000 nodes, and show that our algorithm obtains higher
sensitivity with comparable false discovery rates for high-dimensional data and scales efficiently as the number of nodes increases. We also
establish nonasymptotic deviation bounds on the estimation error, sparsity bounds, and model selection consistency under concave regularization.
These results apply to a wide variety of underlying covariance structures as well as many popular regularizers including the MCP, SCAD, ¢, and
4.

EO1295: Generalized cross-validation in divide-and-conquer

Presenter:  Zuofeng Shang, Binghamton University, United States

Tuning parameter selection is an important issue in smoothing splines. When data is huge, conventional methods such as generalized cross
validation (GCV) face severe computational challenges. Specifically, the optimizer of the conventional GCV score function becomes “oracle”,
since it usually cannot be found in an acceptable time frame. We propose a new selection method that couples GCV with divide-and-conquer. The
proposed method can efficiently complete the selection process and the selected tuning parameter performs equally well as the “oracle” tuning
parameter. Both theoretical and computational results strongly support our findings.

EO1731: Adaptive prediction in additive models

Presenter: Cun-Hui Zhang, Rutgers University, United States

Penalized estimation is considered in additive models with a large number of mixed components including univariate linear effects, group effects
and nonparametric effects of one or several variables. A prediction error bound, derived under a restricted eigenvalue or compatibility condition,
provides rate optimality for the penalized estimator in various settings. In nonparametric additive models, the prediction error bound yields existing
and new results under different smoothness and sparsity conditions. An adaptive estimator is constructed to unify these and some non-convex rate
optimal methods.

EO081 Room 204 RARE AND EXTREME EVENTS IN CLIMATOLOGY Chair: Ivette Gomes

EO0453: Extreme events of the mid-latitude atmospheric circulation: A dynamical systems perspective

Presenter: Davide Faranda, CNRS, France

The link between rare recurrences of states in dynamical systems and the extreme value theory is explored. Statistics is used to infer important
properties of the system such as the distribution of local dimensions (entropy) and the stability of all accessible states. We apply this framework
to weather reanalysis data, the daily NCEP 1948-2015 sea level pressure (SLP) fields over the North Atlantic. We show that extremes in the local
(daily) dimensions and in the stability of SLP fields are related to climate extremes such as historical storms and blocking.

EO0538: Rare events point processes for chaotic dynamical systems

Presenter: Ana Freitas, Universidade do Porto, Portugal

Stochastic processes are considered arising from dynamical systems by evaluating an observable function (which achieves a global maximum at a
single point of the phase space) along the orbits of the system. We associate the existence of an Extremal Index less than 1 to the occurrence of a
periodic phenomena. We show that, under certain conditions, in the absence of clustering, the point processes of exceedances converge to a standard
Poisson process. In the presence of clustering, the point processes converge to a compound Poisson process, so instead of single exceedances, we
have entire clusters of exceedances with a geometric distribution ruling its multiplicity.

EO0647: Area and peaks over thresholds processes dynamically generated

Presenter:  Jorge Freitas, Universidade do Porto, Portugal

Stochastic processes arising from dynamical systems are considered by evaluating an observable function along the orbits of the system. We study
marked point processes associated to extremal observations of such time series corresponding to exceedances of high thresholds. Each exceedance
is marked by a quantity intended to measure the severity of the exceedance or simply to count them. In particular, we consider marked point
processes measuring the aggregate damage by adding all the excesses over the threshold that mark each exceedance (AOT) or simply by adding the
largest excesses in a cluster of exceedances (POT). We provide conditions to prove the convergence of such marked point processes to a compound
Poisson process, with particular multiplicity distributions.

EO1183: Extreme precipitation data in the North of Portugal: A spatial analysis application

Presenter: Manuela Neves, ISA and CEAUL, Portugal

Quantifying and characterizing the behavior of extreme meteorological data is a topic of enormous importance due to the effects that their magnitude
and frequency can have on human life, agricultural productivity and economic aspects, among others. Extreme Value Theory (EVT) is the theory of
modeling and measuring events which occur with very small probability, but with large impact. A single meteorological extreme event may affect
several locations and temporal independence is usually an unrealistic assumption. Luckily stationary and weekly dependent series have the same
limit distribution as the independent ones, but parameters are influenced by dependence. However when data are collected in several locations their
spatial dependence has to be appropriately taken into account. Classical Geostatistics, mostly based on Gaussian distribution is inappropriate for
modeling tail behavior. So, after reviewing recent results on max-stable processes, a natural extension of multivariate extremes to the spatial set-up,
an exploratory study of the annual maximum of monthly precipitation recorded in the northern area of Portugal from 1941-2006 at 32 locations is
performed. Dependence measures are obtained, parameters are estimated and rainfall prediction maps are simulated.

EO0860: Modeling full range rainfall intensities using sparse semi-parametric mixture models

Presenter:  Patricia Tencaliec, Universite Grenoble Alpes, France

Co-authors: Clementine Prieur, Anne Catherine Favre, Philippe Naveau

A semi-parametric approach is presented to model the entire range of rainfall intensities. Our model is based on the idea of extended generalized
Pareto distribution (EGPD) introduced previously in the literature. The main purpose of EGPD is to incorporate additional information in the
model (e.g. to better capture the bulk part of the distribution) without influencing the GPD-tail(s) behavior. Our work extends EGPD to the semi-
parametric setting, in order to provide more flexibility in the model. Our approach is based on a /;-norm penalized estimation procedure in sparse
high-dimensional mixture models. We perform a simulation study to test the performances of our approach and then we apply it on a rainfall
dataset. We compare our results with the ones obtained with the parametric EGPD procedure.
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EO0233 Room 205 BAYESIAN COMPUTATION WITH COMPLEX DATA Chair: David van Dyk

EO0461: RMCMC: Safe, efficient updating of Bayesian models

Presenter: Din-Houn Lau, Imperial College London, United Kingdom

Co-authors: Axel Gandy

The rolling MCMC (RMCMC) system is introduced that is able to update estimates from a sequence of probability distributions. The aim of
the system is to quickly and efficiently produce estimates within a user-specified bound on the Monte Carlo error. The estimates are based upon
weighted samples stored in a database. The stored samples are maintained such that the accuracy of the estimates and the quality of the samples are
satisfied - in this sense, the system is self-monitoring and takes the appropriate course of action. This maintenance involves varying the number of
samples and updating the weights. When required, new samples are generated by a Markov chain Monte Carlo algorithm - in this sense the system
is efficient. The performance of the system is demonstrated for predicting the end of season ranks of a football league. Future work and directions
to develop the RMCMC system are also discussed.

EO0506: Probabilistic record linkage and deduplication after indexing, blocking, and filtering

Presenter:  Jared Murray, Carnegie Mellon University, United States

Probabilistic record linkage, the task of merging two or more databases in the absence of a unique identifier, is a perennial and challenging problem.
It is closely related to finding duplicates in a single database, which can be cast as linking the database to itself. The number of possible links
grows rapidly in the size of the databases under consideration, and in most applications it is necessary to first reduce the number of record pairs that
will be compared. Spurred by practical considerations, a range of methods have been developed for this task. These methods go under a variety
of names, including indexing and blocking, and have seen significant development. However, methods for inferring linkage structure that account
for indexing, blocking, and additional filtering steps have not seen commensurate development. We present an overview of the implications of
indexing, blocking and filtering for subsequent inference, and propose a new model to account for particular forms of indexing and filtering.

EO0636: A geometric approach to Bayesian alignment of functional data

Presenter:  Sebastian Kurtek, The Ohio State University, United States

A Bayesian model is presented for pairwise nonlinear registration of functional data. We utilize the geometry of the space of warping functions
to define appropriate prior distributions and sample from the posterior using importance sampling. A simple square-root transformation is used to
simplify the geometry of the space of warping functions, which allows for computation of sample statistics, such as the mean and median, and a
fast implementation of a k-means clustering algorithm. These tools allow for efficient posterior inference, where multiple modes of the posterior
distribution corresponding to multiple plausible alignments of the given functions are found. We also show pointwise 95% credible intervals to
assess the uncertainty of the alignment in different clusters. We validate this model using simulations and present multiple examples on real data
from different application domains including biometrics and medicine.

EO0703: Deep learning for demand

Presenter: Matt Taddy, Microsoft Research and University of Chicago, United States

People make purchase decisions based upon preferences and prices. This leads to a complicated system where price and availability changes for
one product can affect demand for all other products. We study such systems using contemporary machine learning and statistics ideas, particularly
tools from natural language processing. Data applications include online purchase histories, cloud computing logs, and scanner data from grocery
stores.

EO0729: Parallelized Markov chain Monte Carlo algorithms utilizing GPUs with an application to RNAseq data analysis

Presenter: Jarad Niemi, lowa State University, United States

Co-authors: Will Landau

Markov chain Monte Carlo (MCMC) is the predominant tool used in Bayesian parameter estimation for hierarchical models. When the model
expands due to an increasing number of hierarchical levels, number of groups at a particular level, or number of observations in each group, a
fully Bayesian analysis via MCMC can easily become computationally demanding, even intractable. We illustrate how the steps in an MCMC for
hierarchical models are predominantly one of two types: conditionally independent draws or low-dimensional draws based on summary statistics
of parameters at higher levels of the hierarchy. Parallel computing can increase efficiency by performing embarrassingly parallel computations
for conditionally independent draws and calculating the summary statistics using parallel reductions. During the MCMC algorithm, we record
running means and means of squared parameter values to allow convergence diagnosis and posterior inference while avoiding the costly memory
transfer bottleneck. We demonstrate the effectiveness of the algorithm on a model motivated by next generation sequencing data, and we release
our implementation in R packages fbseq and fbseqCUDA.

EO249 Room 207 METHODS AND APPLICATIONS OF COPULA MODELING Chair: Yichen Qin

EO0507: Factor copula models for replicated spatial data

Presenter: Pavel Krupskiy, King Abdullah University of Science and Technology, Saudi Arabia

Co-authors: Raphael Huser, Marc Genton

A new copula model is proposed that can be used with replicated spatial data. Unlike the multivariate normal copula, the proposed copula is based
on the assumption that a common factor exists and affects the joint dependence of all measurements of the process. Moreover, the proposed copula
can model tail dependence and tail asymmetry. The model is parameterized in terms of a covariance function that may be chosen from the many
models proposed in the literature, such as the Matern model. For some choice of common factors, the joint copula density is given in closed form
and therefore likelihood estimation is very fast. In the general case, one-dimensional numerical integration is needed to calculate the likelihood,
but estimation is still reasonably fast even with large data sets. We use simulation studies to show the wide range of dependence structures that
can be generated by the proposed model with different choices of common factors. We apply the proposed model to spatial temperature data and
compare its performance with some popular geostatistics models.

EO1174: Extremes on river networks

Presenter: Peiman Asadi, EPFL, Switzerland

Co-authors: Anthony Davison, Sebastian Engelke

Extreme value copulas are commonly used to model the tail dependence between rare events. We construct a class of extreme value copulas that
arise as the finite dimensional distribution of a max-stable process on a river network. The extreme flows at two locations on a river network may be
dependent because the locations are flow-connected or because of common meteorological events; such characteristics of network structure should
be included explicitly in the copula. We introduce a max-stable process on the river network that allows flexible modeling of flood events and that
enables risk assessment even at locations without a gauging station. Recent statistical methods for extreme value copulas are used to fit this process
to a big data set from the upper Danube basin.
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EO1099: Copula modeling for data with ties

Presenter:  Yang Li, Renmin University of China, China

Co-authors: Yan Li, Yichen Qin, Jun Yan

The copula method is well discussed in the multivariate modeling in recent years. However, the ties in the dataset usually affect the estimate of
copula qualitatively. Randomly breaking and average replacement are two common solutions for copula with ties but with limitations. It may
deviate much from the true model with the increasing of the percentage of ties in data. An interval censoring method is proposed to deal with the
data with ties for copula modeling. Numerical studies shows that the proposed method perform good on both estimation and hypothesis testing.
An illustrative example for loss insurance data is discussed.

EO1002: Nonparametric estimation for extreme-value copula functions via constrained spline regressions

Presenter:  Yichen Qin, University of Cincinnati, United States

Co-authors: Yang Li, Jun Yan, Siqi Xiang

A new nonparametric estimation procedure is introduced for extreme-value copulas using spline regressions. By fitting a shape constrained spline
regression function to the data points obtained from the rank-based transformation of the original observations, the authors provide new estimates
of the Pickands dependence functions of the extreme-value copula. In order to impose the shape constraints on the spline regression, a new set of
basis functions which satisfies such constraints is proposed. Compared with existing methods, the method works well in simulation and in real data
analysis.

EO0894: Insurance experience rating using mixed D-vine copulas

Presenter: Peng Shi, University of wisconsin - Madison, United States

Co-authors: Lu Yang

In non-life insurance, insurers use experience rating to adjust premium to reflect the policyholder’s previous claim experience. Performing prospec-
tive experience rating can be challenging when the claim distribution is complex. We introduce a mixed vine pair copula construction framework
for modeling semicontinuous longitudinal claims. Specifically, a two-component mixture regression is employed to accommodate the zero inflation
and thick tails in claim distribution. The temporal dependence among repeated observations is modeled using a sequence of bivariate conditional
copulas based on a mixed D-vine. In the application of government property insurance from the state of Wisconsin, we show that the proposed
approach offers substantial opportunities for separating risks and identifying profitable business when compared with alternative experience rating
methods.

EO203 Room 206 ADVANCES IN ROBUSTNESS FOR FUNCTIONAL AND COMPLEX DATA Chair: Graciela Boente

EO0530: Robust simultaneous inference for the mean function of functional data

Presenter: Italo Raony Costa Lima, Auburn University, United States

Co-authors: Nedret Billor, Guanqun Cao

Functional Data presents new challenges when studying outlier contaminated datasets. We will discuss robust simultaneous inference for the mean
function, presenting robust estimators of the mean function, based on polynomial splines, together with robust simultaneous confidence bands. The
asymptotic properties of the estimator are also discussed. An extension of the methods for the hypothesis testing of the difference of the mean
functions of two populations is also presented. The performance of the proposed robust methods and their robustness are demonstrated with an
extensive simulation study and real data examples.

EO0664: Asymptotics for M-estimators in linear models with increasing dimension

Presenter: Ezequiel Smucler, IMAS, CONICET, Argentina

Existing results on the asymptotic properties of M-estimators of regression in linear models with increasing dimension are reviewed. We prove
consistency and asymptotic normality for a class of resdescending M-estimators of regression assuming p/n — 0 and P /n — 0, respectively. This
class is wide enough to include several popular high breakdown point regression estimators such as S and MM-estimators.

EO0864: Robust procedures for single index models with asymmetric errors

Presenter: Ana Maria Bianco, IMAS, CONICET, Argentina

Co-authors: Claudio Agostinelli, Graciela Boente

A family of robust estimators is introduced for the link function and the single index parameter under a single index model with asymmetric
errors. The proposal is based on a three-step procedure related to a profile approach that combines parametric and nonparametric techniques. The
procedure controls high deviance or Pearson residuals through a bounded loss function. Its asymptotic behaviour is derived under mild assumptions.
A numerical study illustrates the finite sample behaviour of the proposed procedures in different scenarios.

EO1358: Robust variable screening for regression using factor profiling

Presenter:  Yixin Wang, University of Leuven, Belgium

Co-authors: Stefan Van Aelst

Sure Independence Screening (SIS) is a fast procedure for variable selection in ultra-high dimensional regression analysis. It satisfies the sure
screening property which means that under certain model assumptions it can reduce the dimension to a large extent while keeping all the impor-
tant predictors with an overwhelming probability. However, the performance of SIS deteriorates greatly with increasing dependence among the
predictors. To solve this problem, Factor Profiled Sure Independence Screening (FPSIS) has been proposed. It assumes that the predictors can be
represented by a few latent factors. The correlations can be profiled out by projecting the data onto the orthogonal complement of the subspace
spanned by these factors. FPSIS can obtain coefficient estimation and variable selection consistency. However, none of the methods can handle
potential outliers in the data. We propose a robust FPSIS method. We first apply the least trimmed squares estimator to estimate the factors and the
profiled variables. Then, a robust regression method is used for screening. Both multivariate and component-wise versions are developed to deal
with row-wise and component-wise contamination respectively. The results given by both the classical and the robust procedures with different
types of outliers are compared.

EO1396: Marginal estimation under a partially linear model with missing observations

Presenter: Ana Perez Gonzalez, University of Vigo, Spain

Co-authors: Graciela Boente, Ana Maria Bianco, Wenceslao Gonzalez-Manteiga

A semiparametric partially linear regression model is considered where missing data occur in the response and in the covariates corresponding to
the linear component. The aim is to estimate a marginal functional, such as the mean, the median or any ct—quantile. A missing at random (MAR)
condition is assumed in order to prevent from bias in the estimation of the marginal measures under a non-ignorable missing mechanism. A three
stepwise procedure is employed to estimate the parametric and nonparametric components, while different approaches are given for the estimation
of the marginal functional of interest. Through a Monte Carlo study we compare the performance of the given proposals.
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EO589 Room 210 NEW ADVANCES IN OPTIMAL DESIGN OF EXPERIMENTS AND STATISTICAL MODELLING Chair: Stefanie Biedermann

EOO0585: Optimal restricted-randomised response surface designs allowing for pure-error estimation of the variance components
Presenter:  Kalliopi Mylona, Carlos III University of Madrid, Spain

Co-authors: Steven Gilmour , Peter Goos

Textbooks on response surface methodology generally stress the importance of lack-of-fit tests. For lack-of-fit tests to be possible, experiments
should allow for pure-error estimation. Therefore, they should involve replicated treatments. Moreover, very often, the experimental runs cannot
be performed under homogeneous circumstances, in which case the experiment is blocked. On other occasions, the experiment involves hard-to-
change factors or multiple steps in a process. In that case, the experiment generally is a split-plot experiment. We present a novel approach to
design blocked and split-plot experiments. The key feature of the approach is that it ensures that the two variance components resulting from the
blocked or split-plot nature of the experiment can be estimated from pure error, in addition to a precise estimation of the treatment effects and
the response surface model. Our novel approach involves a new Bayesian compound D-optimal design criterion which pays attention to both the
variance components and the fixed treatment effects.

EO0544: Fitting fractional polynomial models to mixture experiments

Presenter: Rana Khashab, University of Southampton, United Kingdom

Co-authors: Steven Gilmour, Stefanie Biedermann

In several practical experiments, the response depends on the proportions of certain components and not on the total amount of their mixture.
Data from experiments with mixtures are usually modelled using Scheffe polynomials which, however, are not flexible enough in all situations.
We propose a new class of nonlinear models for fitting to the data from such experiments, which are based on fractional polynomial models. We
compare our models to the recently proposed class of general blending models and to several linear models, and demonstrate that our class is
preferred in numerous practical examples.

EO1082: Sensitivity analysis for informative censoring in parametric survival models: An evaluation of the method

Presenter: Panayiotis Bobotas, University of Southampton, United Kingdom

Co-authors: Alan Kimber, Stefanie Biedermann

A sensitivity analysis was previously proposed for informative censoring in parametric survival analysis. More specifically, a parametric model was
introduced that allows for dependence between the failure and censoring processes in terms of a parameter & which can be thought of as measuring
the size of the dependence between the two processes, and a bias function B(z,0) (where 6 is a parameter associated with the failure process) which
can be thought of as measuring the pattern of this dependence. Based on this model, for small values of 8, simplified closed form expressions
(approximations) were derived for the sensitivity analysis of the associated parameters of the model. First, some theoretical issues concerning the
above approach are discussed. Then, the results of an extensive simulation study are reported, which indicate some shortcomings of the proposed
sensitivity analysis, particularly in the presence of nuisance parameters.

EO1087: Minimax optimal designs for approximately exponential-based proportional hazards models subject to Type-I censoring
Presenter:  Alan Kimber, University of Southampton, United Kingdom

Co-authors: Stefanie Biedermann, Maria Konstantinou

The exponential-based proportional hazards model is often assumed in time-to-event experiments but may only be approximately true. We consider
deviations in a neighbourhood of this model that also includes other widely used parametric proportional hazards models and further assume that
the data are subject to Type-I censoring. Minimax designs are then found explicitly based on criteria corresponding to the classical c- and D-
optimality criteria. We therefore extend existing results on minimax optimal designs by incorporating proportional hazards models and censoring
and also provide analytical characterisations of optimal designs with finite support. Our designs are then compared with the balanced design that is
traditionally used in practice.

EO1640: Optimal design and analysis of discrete choice experiments with partial profiles involving a no-choice option

Presenter: Roselinde Kessels, University of Antwerp, Belgium

Co-authors: Daniel Palhazi Cuervo

The aim is to show how to optimally design and analyse a discrete choice experiment (DCE) with a no-choice option for estimating a nested logit
model when partial profiles are used to study a large number of attributes. As a motivating example, we describe a DCE to identify and quantify the
determinants that influence the competitive position of the coach bus as transport mode for medium-distance travel by Belgians. We measured the
attractiveness of different bus services for different destinations (Lille, Amsterdam, Cologne, Paris and Frankfurt) by having participants choose
their preferred bus trip out of two bus trips, while still allowing them to also choose not to take the bus but any other transport mode comprised by
the no-choice option. Each bus trip is a combination of levels of seven attributes: price, duration, and comfort attributes including wifi, leg space,
catering, entertainment and individual power outlet. Varying the levels of all seven attributes of the bus trips in the choice sets would be cognitively
too demanding for respondents. To ensure sensible and manageable choice tasks, we present and compare new and existing optimal design and
analysis approaches for a no-choice partial profile setting in which the levels of only a subset of the attributes vary within every choice set.

EO700 Room 208 SHRINKAGE ESTIMATORS Chair: Genso-Yuan Tsung Watanabe-Chang

EO0708: Shrinkage estimators of Poisson means based on prior information and its applications to multiplicative Poisson models
Presenter:  Genso-Yuan Tsung Watanabe-Chang, Mejiro University, Japan

Co-authors: Nobuo Shinozaki

In estimating p(p > 2) independent Poisson means, it has been previously given a class of estimators that shrink the unbiased estimators to the
origin and have shown that the shrinkage estimators dominate the unbiased ones under the normalized squared error loss. We consider shrinking
the unbiased estimators to the specified values only when observed values are greater than or equal to the specified ones, to their minimum, or more
generally to some order statistics. We apply the proposed method to the simultaneous estimation of the means in multiplicative Poisson models and
propose a class of multiple-shrinkage estimators which shrinks the MLE to the row-wise and column-wise order statistics.

EO0747: Improvement of singular value shrinkage priors and block-wise Stein priors

Presenter: Takeru Matsuda, University of Tokyo, Japan

Co-authors: Fumiyasu Komaki

Singular value shrinkage priors has been previously developed for the mean matrix parameters in the matrix-variate normal model with known
covariance matrices. Singular value shrinkage priors are superharmonic and put more weight on matrices with smaller singular values. They are a
natural generalization of the Stein prior. Bayes estimators and Bayesian predictive densities based on our priors are minimax and dominate those
based on the uniform prior in finite samples. In particular, singular value shrinkage priors work well when the true value of the parameter has low
rank. We develop priors that dominate singular value shrinkage priors in estimation and prediction. Our priors not only shrink singular values for
each but also shrink singular values overall. We also develop priors that dominate block-wise Stein priors in estimation and prediction.
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EOO0814: Shrinkage priors for nonparametric estimations

Presenter: Keisuke Yano, The University of Tokyo, Japan

Co-authors: Fumiyasu Komaki

The estimation of the mean in the Gaussian infinite sequence model is considered when the parameter space is of the ellipsoidal form. For the
estimation, we propose a shrinkage type prior and discuss the property of the Bayes estimator based on the proposed prior from the viewpoints of
minimaxity and admissibility. Focusing on the scale ratio of the parameter and the noise, we show that the Bayes estimator is minimax up to a
logarithmic factor when the scale ratio is large and that the Bayes estimator is nearly admissible on the parameter space.

EO1040: Shrinkage priors for a class of Poisson regression models

Presenter: Fumiyasu Komaki, The University of Tokyo, Japan

Bayesian prediction based on a class of Poisson regression models is investigated. Shrinkage priors for the Poisson regression models are in-
troduced. It is shown that Bayesian predictive densities based on the shrinkage priors dominate those based on the Jeffreys priors under the
Kullback-Leibler loss. The obtained results for the Poisson regression correspond to several known results for the Gaussian regression in the
viewpoint of information geometry.

EO0943: Harmonic Bayesian prediction under alpha-divergence

Presenter: Yuzo Maruyama, The University of Tokyo, Japan

Bayesian shrinkage methods for constructing predictive distributions are investigated. We consider the multivariate Normal model with a known
covariance matrix and show that the Bayesian predictive density with respect to Stein’s harmonic prior dominates the best invariant Bayesian
predictive density, when the dimension is not less than three. Alpha-divergence from the true distribution to a predictive distribution is adopted as
a loss function.

EO045 Room 211 STATISTICAL DESIGN, MODELLING AND INFERENCE Chair: Apostolos Batsidis

EO0724: Testing for the conditional variance in nonparametric regression models

Presenter: Maria Dolores Jimenez-Gamero, University of Sevilla, Spain

Co-authors: Juan-Carlos Pardo-Fernandez

The problem of testing for the parametric form of the conditional variance is considered in the non-parametric regression model. A stochastic
process based on the difference between the empirical characteristic function processes that are obtained from the standardized non-parametric
residuals under the null hypothesis and the alternative is studied. A Cramer-von Mises test statistic is proposed. The finite sample properties of the
proposed test are numerically investigated.

EO0278: Estimation of multivariate distributions in censored gap times

Presenter: Luis Machado, University of Minho, Portugal

In many longitudinal studies, subjects can experience recurrent events. This type of data has been frequently observed in medical research,
engineering, economy and sociology. These studies involve repeated events, where a subject or sample unit may experience a well-defined event
several times along his history. In medical research, the recurrent events could be multiple occurrences of hospitalization from a group of patients,
multiple recurrence episodes in cancer studies, repeated heart attacks or multiple relapses from remission for leukemia patients. We introduce
several estimators for the bivariate distribution function and for the bivariate survival function of the joint gap times and their extension to several
gap times are also studied. Some related problems such as the estimation of the marginal distributions and the conditional distributions is also
discussed. We study by simulation the behavior of the proposed estimators in finite samples. Real data illustration is included.

EO0714: Goodness-of-fit in mixture cure models with interval-censoring

Presenter:  Sylvie Scolas, Universite catholique de Louvain, Belgium

Co-authors: Anouar El Ghouch, Catherine Legrand

In survival analysis, we study the time until the occurrence of an event. If the event is not observed during the study period, the observation is
right-censored. In this case, it is generally assumed that the event will eventually occur. It may however be the case that some individuals are not
susceptible to the event, that is, they are cured, and will actually never develop the event. Additionally, the event times can be interval-censored,
i.e. the event is observed, but the true occurrence time is not known exactly, but belongs to an interval of time. The mixture cure model allows
to take a cure fraction into account, but the presence of interval-censoring and right-censoring is challenging. Assuming a parametric distribution
for the event times reduces the challenge, but may lead to erroneous conclusion if the parametric form is wrongly chosen. This is why it is of
utmost importance to develop a goodness-of-fit test in our context. We show how the semi-nonparametric (SNP) representation can achieve this in
a parametric mixture cure model, and present selected results of a simulation study.

EO0423: A lifetime distribution with increasing failure rate

Presenter: Pedro Jodra-Esteban, Universidad de Zaragoza, Spain

A new two-parameter probability distribution with increasing failure rate is studied. Some statistical measures are provided in closed-form such as
the moments, the incomplete moments, the quantile function and the mean residual life, among others. In this regard, the upper incomplete gamma
function and the Lambert W function play a central role. On the other hand, the parameter estimation problem is carried out by the maximum
likelihood method. The good performance of this method is assessed by means of a Monte Carlo simulation study. Different real data sets illustrate
that the proposed model may provide a better fit than other probability distributions.

EO0660: Joint modelling of diagnosis and survival time

Presenter:  Polychronis Economou, University of Patras, Greece

A new model is proposed in order to jointly model the time of diagnosis of a disease and the survival time of a patient taking into account any
available explanatory covariates. Since covariates such as gender, age, race etc are usually used as initial screening factor that result in accelerating
or delaying the time of diagnosis, an accelerate lifetime model is assumed for the time of diagnosis. On the other hand, a proportional hazard model
is adopted for the survival time. A likelihood ratio test is also presented in order to test if the survival time is independent or not on the time of
diagnosis.
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EO187 Room 110 APPLICATIONS OF TIMES SERIES IN ENERGY AND ECONOMICS Chair: Carolina Garcia-Martos

EO0771: Assessing the properties of circulant SSA for signal extraction

Presenter: Eva Senra, Universidad de Alcala, Spain

Co-authors: Juan Bogalo, Pilar Poncela

Singular Spectrum Analysis (SSA) is a powerful non parametric tool for signal extraction. Its circulant version provides an automatic procedure
that strongly separates the elementary components by frequency, both for stationary and nonstationary time series. We check related aspects
through some Monte Carlo experiments as the influence of the window lag in the magnitude and accuracy of the extracted signals and compare
the performance of the method to other well-known procedures for signal extraction as Tramo-Seats. We also analyse a real data set of industrial
production time series in France and Spain.

EO1130: Estimation of 1-in-20 year national gas peak daily demand in some European countries

Presenter: Ricardo Bolado Lavin, European Commission; DG-JRC; Directorate for Energy, Transport & Climate, Netherlands

Regulation 994/2010 on security of gas supply imposes the obligation on EU Member States (MS) to fulfill the infrastructure standard. This means
that every MS has to be able to satisfy the 1-in-20 year national gas peak daily demand (Dmax) after the failure of its largest infrastructure. Proving
the capacity to satisfy the standard involves obtaining an accurate estimate of Dmax. Three elements are considered in this estimation process: 1)
the split of the demand in three user categories: industrial, power production and household plus commercial, 2) the spatial positive correlation of
the daily demand in adjacent administrative units, and 3) the use of time series models and coupled with Monte Carlo simulations. Examples of
estimates for some European regions with relevant differences in the market structure, role of natural gas in the energy mix and degree of supply
diversification are provided. The obtained estimates are compared with the estimates delivered by the Competent Authorities of the countries in
their Preventive Action Plans. Limitations and advantages of the proposed methodology are discussed in light of Regulation 994/2010 and of policy
implications for security of gas supply.

EO1726: Compositional analysis on econometric time series

Presenter: Robert Ortells, London School of Economics, Spain

Co-authors: Mi Ortego, Juan Jose Egozcue

A composition is a multivariate vector with positive components where information is conveyed by the (log-)ratios between the components.
Frequently, the treatment of econometric variables is a compositional problem. For instance, the 10 year Treasury yields paid by all sovereign
countries in the world is a composition. The evolution of yields in time constitutes a compositional time series. If Spanish government is currently
paying 1.06% per year on its 10 year sovereign bond this information is utterly meaningless depending on what other countries are currently
yielding. For instance, the equivalent German bond is currently yielding 0.05% per year, and the equivalent Iraqi bond is yielding roughly 8% per
annum. If tomorrow it is observed that the Spanish bonds jumps to 2%, we will be in the same situation: we will be unable to assess whether this
is a high or low rate with only this information. Indeed, the true information does not lie on the absolute value of the variable (the yield) but on the
relationship it has with the rest of parts of the composition. The consequence is that this time series needs a compositional treatment consisting of
representing the yields as suitable log-ratios and analyzing them as a real multivariate time series.

EO1699: Bankruptcy prediction by survival models based on current and lagged values of time-varying financial data

Presenter:  Francesca Pierri, University of Perugia, Italy

Co-authors: Chrys Caroni

Periods of economic crisis arouse interest in exploring the causes of firms closure, for preventive and predictive purposes. Failure prediction
models are useful tools for bankers to measure the risk of lending and minimise losses, for firms wishing to evaluate their market position, and
also for investors, asset managers and rating agencies. Quantitative methods to assess the performance of firms and to predict the bankruptcy event
based on balance sheet indicators are widely used in the credit risk context. Logistic regression and survival analysis techniques based on hazard
models are among the methods often employed. A large data set on capital companies in Italy from 2008 to 2013, including Business Register data
supplying a complete picture of their legal situation, was used to develop survival models. Training (n = 27286) and holdout (n = 7124) samples
were constructed for developing and testing models, respectively. Fixed and time-varying covariates were taken into account and macro-economic
variables were included besides the firms individual financial indicators. Furthermore, we considered one- and two-year lagged values of each
time-varying covariate. ROC curves that vary as a function of time and AUC up to a given time were used to compare models and obtain global
concordance measures

EO1207: Multivariate time series modeling with missing data: Application to the air quality of Madrid

Presenter: Carolina Garcia-Martos, Universidad Politecnica de Madrid, Spain

Co-authors: Mario Ramirez Jaen, Maria Jesus Sanchez Naranjo

Air pollution is an issue that affects every big city. The use of measurement networks has grown in the last decades. The aim is to use the data
collected by those networks to understand and forecast the behavior of air pollution. Three approaches have been followed, using well-established
methods in other fields: ARIMA modelling of daily data, univariate and dynamic factor models for hourly data, and Space State approach. The
functionality of dealing with missing data has also been included, which is a typical empirical feature of this kind of data. It has been established
the existence of a dominant (1,0,0) x (0,1,1) model and two separated geographic areas on either side of the most important avenue in Madrid:
Paseo de la Castellana. Sort time forecasts for most scenarios have shown a MAPE of around 20%. However, a parallel approach for all series of
hourly data can only achieve a good level forecasting. The two peripheral areas (Casa de Campo and Monte del Pardo) do not follow the estimated
models as good as urban areas, being more accurate when multivariate series are considered. Regarding missing data, isolated ones do not affect
forecasts, whereas consecutive ones may cause a decrease of forecasting accuracy. The feasibility of modeling and forecasting air pollution using
time series is demonstrated in this way.

EO237 Room 214 RECENT APPLICATIONS AND METHODS IN DIRECTIONAL STATISTICS Chair: Eduardo Garcia-Portugues

EO0793: Rank-regularized estimation of mixtures of multivariate von Mises

Presenter:  'Wouter Boomsma, University of Copenhagen, Denmark

Co-authors: Eduardo Garcia-Portugues, Elizabeth Wood

An Expectation-Maximization (EM) algorithm is proposed for efficient fitting of mixtures of multivariate von Mises densities. The motivation
comes from the need of summarizing large datasets of high-dimensional toroidal data in a rigorous, effective and succinct way. This kind of data
is common in bioinformatics, for instance originating in protein structure simulations when parametrizing the backbone of a protein as a point in
the hypertorus. The EM algorithm we present employs the pseudo-likelihood as a way of bypassing the intractability of the normalizing constant,
performs automatic rank-regularization on the concentration matrices and makes use of analytic gradients for increased estimation efficiency. We
illustrate the performance of the procedure both on synthetic data and on a large, 94-dimensional dataset of protein dihedral angles. Finally, we
discuss the C++ library that implements the contributed methods and its R and Python interfaces.
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EOO0881: Simple optimal tests for reflective symmetry of circular data

Presenter:  Jose Ameijeiras-Alonso, University of Santiago de Compostela, Spain

Co-authors: Christophe Ley, Arthur Pewsey, Thomas Verdebout

Most statistical procedures for circular data are based on symmetric distributions (like the von Mises, wrapped Cauchy and cardioid). It is thus
of paramount importance to be able to test whether a given data set is symmetric, and hence the classical tools can be used, or whether it is
asymmetric, in which case more work is required. Efficient tests will be presented for circular reflective symmetry. Those tests are designed to be
optimal against the broad class of sine-skewed alternatives. The focus will be on the case where the symmetry center is unspecified.

EO1097: Bayesian inference and model selection in directional statistics

Presenter:  Christopher Fallaize, University of Nottingham, United Kingdom

The likelihood functions of many distributions used to model directional data, such as Bingham and matrix-Fisher distributions, contain normalising
constants which are somewhat awkward to work with. This complicates Bayesian inference, since these constants depend on the parameter of
interest, and hence are required when using traditional simulation-based techniques such as the basic forms of Markov chain Monte Carlo (MCMC)
samplers. Such problems are termed doubly-intractable, since both the normalising constant of the likelihood as well as the marginal likelihood of
the data are intractable. One possible strategy is to use an approximation to the normalising constant and then perform a standard analysis using
MCMC. Here we show how, using recent advances in MCMC methodology for doubly-intractable problems, it is possible to perform exact (Monte
Carlo) inference for the unknown parameters, in the sense that samples are drawn from the exact posterior distribution of the parameter of interest.
The problem of choosing between competing models will also be discussed, where the use of traditional methods (such as Bayes factors) is again
complicated by the presence of the awkward normalising constant. The methods will be illustrated on real data from applications in directional
statistics.

EO1101: A pairwise probabilistic model of protein sequence and structure evolution

Presenter: Michael Golden, University of Oxford, United Kingdom

Co-authors: Eduardo Garcia-Portugues, Michael Sorensen, Kanti Mardia, Thomas Hamelryck, Jotun Hein

A generative evolutionary model is presented for protein sequence and structural conformation. Recently, there have been stochastic models of
structural evolution, which have shown that the inclusion of structural information in addition to sequence leads to more reliable estimation of
evolutionary parameters. We introduce a new pairwise evolutionary model which takes into account local dependencies between sequence and
structural evolution. The structure of each protein in a pair is treated as a random walk in space through the use of a dihedral angle representation.
The evolution of dihedral angles is described using a novel diffusion process. A coupling in our model is such that an amino acid change can lead
to a change in diffusion process and a jump in dihedral angle conformation. This model is comparatively more realistic than previous stochastic
models, since it allows for an improved understanding of the relationship between sequence and structural evolution. The generative nature of our
model enables us to provide evidence of its validity and the ability to predict protein structure using the corresponding amino acid sequence and a
homologous amino acid sequence or structure.

EO1070: Local trigonometric moments for circular density estimation

Presenter:  Stefania Fensore, University of Chieti-Pescara, Italy

Co-authors: Marco Di Marzio, Agnese Panzera, Charles C Taylor

Estimating equations is proposed whose unknown parameters are the values taken by a circular density and its derivatives at a point. Specifically,
we solve equations which relate local versions of population trigonometric moments with empirical ones. Major advantages of our approach are:
higher order bias without asymptotic variance inflation, closed form for the estimators, and absence of numerical tasks. We provide theoretical
results along with simulation experiments.

EO0693 Room 215 BEYOND MEAN REGRESSION Chair: Andreas Mayr

EO0869: The GAMLSS models: Past and future

Presenter: Dimitrios Stasinopoulos, London Metropolitan University, United Kingdom

GAMLSS is a framework of statistical modelling introduced as a way to overcome some of the limitations associated with Generalised Linear
Models (GLM) and Generalised Additive Models (GAM).In GAMLSS the exponential family distribution assumption for the response variable, y,
is relaxed and replaced by a general distribution family, including highly skew and/or kurtotic continuous and discrete distributions. The systematic
part of the model is expanded to allow modelling not only the mean (or location) but all the parameters of the distribution of y as linear and/or
nonlinear parametric and/or additive non-parametric functions of explanatory variables and/or random effects. Hence GAMLSS is especially
suited to modelling a response variable which does not follow an exponential family distribution, (e.g. leptokurtic or platykurtic and/or positive
or negative skew response data, or overdispersed counts) or which exhibit heterogeneity (e.g. where the scale or shape of the distribution of the
response variable changes with explanatory variables(s)). The latest developments of GAMLSS will be discussed using data examples.

EO1151: Assessing the significance of effects in boosted distributional regression models

Presenter: Tobias Hepp, Friedrich-Alexander-Universitaet Erlangen-Nuernberg, Germany

Co-authors: Matthias Schmid, Andreas Mayr

Generalized Additive Models for Location, Scale and Shape (GAMLSS) can be also estimated via a gradient boosting algorithm. It provides
advantages like automatic variable selection and feasibility in high-dimensional settings with more predictors than observations. However, the
implicit regularization that allows the shrinkage of effect estimates prevents the computation of standard errors. As a result, the construction
of confidence intervals or significance tests is problematic. We discuss the performance of two potential solutions. The first option is based on
permutation tests, where the variable of interest is replaced by regression residuals in order to remove possible correlations with covariates. Another
option is to draw parametric bootstrap samples from the conditional distribution of the constrained model without the variable of interest. Then, the
differences in the quality of fit between the full model and the constrained one are attributable only to the randomness of these samples and should
be less distinctive than for the original data.

EO0533: Stability selection for boosted generalized additive models for location scale and shape

Presenter: Janek Thomas, Ludwig-Maximilians-University Munich, Germany

Co-authors: Andreas Mayr, Matthias Schmid, Bernd Bischl, Benjamin Hofner

A new algorithm is proposed to incorporate stability selection for boosting generalized additive models for location, scale and shape (GAMLSS).
In one application, a negative binomial hurdle model was fitted to handle excess zeros, overdispersion, non-linearity and spatiotemporal structures
to investigate the abundance of seabirds in Massachusetts. In a second step, stability selection, an increasingly popular way to obtain stable sets of
covariates while controlling the false discovery rate (FDR), was applied. The model is fitted repeatedly to subsampled data and variables with high
selection frequencies are extracted. This lead to a fundamental problem with boosted GAMLSS, where in every boosting iteration, the algorithm
sequentially selects the best fitting effect for each distribution parameter. Thus, it is currently not possible to stop fitting individual parameters
as soon as they are sufficiently modeled. To solve this problem, we developed a new approach to fit boosted GAMLSS. Instead of updating all
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distribution parameters in each iteration, we only update the parameter which leads to the biggest reduction in loss. With this modification, stability
selection can be applied. Furthermore, optimizing the tuning parameters of boosting is reduced from a multi- to a one-dimensional problem. The
performance of the algorithm is evaluated in a simulation study and the application is demonstrated for the seabirds data, selecting stable predictors
while controlling the FDR.

EO0418: Semiparametric bivariate conditional copula regression with binary and continuous marginals

Presenter: Thomas Kneib, University of Goettingen, Germany

Co-authors: Nadja Klein, Giampiero Marra, Rosalba Radice

Copulas are a general and versatile tool for constructing multivariate distributions by combining a specific type of dependence structure specified
via the copula with arbitrary marginal as long as these marginals are continuous. This allows for the construction of regression models for bivariate
responses within the framework of distributional regression where regression predictors are placed on potentially all distributional parameters
including the dependence parameter of the copula. We extend this framework by considering bivariate regression models where at least one of the
responses is binary and therefore discrete. Based on the latent utility representation of binary regression models, we can still formulate a copula
specification and combine the binary response part with a flexible specification of the dependence structure and the second marginal (unless this is
also binary). We develop both penalized likelihood and Bayes inference and compare the results in an application on adverse birth outcomes where
we combine a binary regression model for the presence/absence of low birth weight with a three parameter dagum specification for gestational age.

EO1570: A Markov-Switching generalized additive model for compound Poisson processes

Presenter:  Julien Hambuckers, University of Gottingen, Germany

Co-authors: Thomas Kneib, Roland Langrock, Alexander Sohn

The behavior of random sums over time is modelled. Such models are particularly useful in insurance and finance, to describe the behavior
of total losses (like operational losses) over time, and to correctly estimate tail-related risk indicators. To this end, we formulate a generalized
additive Markov-switching compound process combining Poisson and Generalized Pareto distributions. This flexible model takes into account two
important features: on the one hand, we follow the idea of generalized additive models for location, scale and shape (GAMLSS), and thereby allow
all parameters of the considered distributions to depend on economic covariates. On the other hand, we allow this dependence to vary over time,
via a hidden state variable. A simulation study indicates that, even in the case of a short time series, the model is easily and well estimated with
a standard maximum likelihood procedure. Relying on this approach, we analyze a dataset of 817 losses resulting from frauds in the Italian bank
UniCredit. We show that our model improves the estimation of the total loss distribution over time, compared to standard alternatives. In particular,
this model provides estimations of the 99.9% quantile that are never exceeded by the historical total losses.

EO083 Room 203 STATISTICS FOR HILBERT SPACES Chair: Gil Gonzalez-Rodriguez

EO0900: Dimension-reduced clustering of functional data via variance-penalized optimization

Presenter: Michio Yamamoto, Kyoto University, Japan

In the clustering of functional data, assuming that cluster centers exist in a common low-dimensional subspace is needed to interpret the result of
the clustering and obtain the graphical representation of the clustering structure. Although several clustering methods with dimension reduction
have been proposed for this aim, there is one drawback: they do not work well when the data have an unfavorable structure for clustering, which is
called a disturbing structure. To address this issue, a new clustering technique is proposed, which is based on the separate estimation of subspaces
for the clustering and the disturbing structure. The loss function of the proposed method consists of a dimension reduction term with penalties for
within- and between-cluster variances in the subspace, and subsumes some existing clustering techniques as special cases. Numerical examples
show that the proposed method works well even if the disturbing structure exists. In addition, consistency of the proposed method is discussed.

EO0658: Dynamic functional covariance models

Presenter:  Xinghao Qiao, London School of Economics, United Kingdom

Co-authors: Pallavi Basu, Chenlei Leng

Covariance estimation have attracted increasing attention in recent years, especially in settings involving high dimensional data. Some recent efforts
have been devoted to modelling dynamic covariance matrix for independent but non-identically distributed scalar data. In this paper, we extend the
covariance models concept to describe the covariance relationship among p random functions, each of which can be represented using a functional
principal components expansion. We propose dynamic functional covariance models (DFCM) to describe the covariance dynamics, where principal
component scores characterize the global covariance structure and principal component functions further lead to the dynamic representation of the
covariance features. We then apply either entry-wise thresholding to the estimated dynamic covariance matrix or block-wise thresholding to the
sample covariance matrix of estimated principal component scores for achieving uniform consistency results. Our theoretical results demonstrate
the non-asymptotic error rates and support recovery properties of DFCM under both thresholding strategies even in large p small n scenario. Finally,
we illustrate the sample performance of our proposed DFCM through a series of simulations and one real world data set.

EO0413: Functional archetype and archetypoid analysis

Presenter: Irene Epifanio, Universitat Jaume I, Spain

Archetype and archetypoid analysis can be extended to functional data. Each function is approximated by a convex combination of actual obser-
vations (functional archetypoids) or functional archetypes, which are a convex combination of observations in the data set. Well-known Canadian
temperature data are used to illustrate the analysis developed. Computational methods are proposed for performing these analyses, based on the
coefficients of a basis. Unlike a previous attempt to compute functional archetypes, which was only valid for an orthogonal basis, the proposed
methodology can be used for any basis. It is computationally less demanding than the simple approach of discretizing the functions. Multivariate
functional archetype and archetypoid analysis are also introduced and applied in an interesting problem about the study of human development
around the world over the last 50 years. These tools can contribute to the understanding of a functional data set, as in the classical multivariate
case.

EO0720: Confidence regions for functional parameter estimates

Presenter: Matthew Reimherr, Pennsylvania State University, United States

Co-authors: Hyunphil Choi

Functional data analysis, FDA, is a branch of statistics concerned with inference from samples of functions or curves. It is now a well-established
discipline of statistics, with its core concepts and perspectives in place. Despite this, there are still fundamental statistical questions which have
received relatively little attention. One of these is the systematic development of techniques for constructing confidence regions for functional
parameters. New work will be presented concerned with developing, understanding, and visualizing such regions. Simulations will be presented
as well as an application to Multiple Sclerosis and its connection to degeneration of the Corpus Callosum, a white matter tract connecting the two
hemispheres of the brain.
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EO1118: Multivariate functional principal component analysis for data observed on different (dimensional) domains

Presenter: Sonja Greven, LMU Munich, Germany

Co-authors: Clara Happ

Existing approaches for multivariate functional principal component analysis are restricted to data on a single interval. The presented approach
focuses on multivariate functional data on different domains that may differ in dimension, e.g. functions and images. The theoretical basis for
multivariate functional principal component analysis is given in terms of a Karhunen-Loeve Theorem. For the practically relevant case of a finite
Karhunen-Loeve representation, a relationship between univariate and multivariate functional principal component analysis is established. This
offers an estimation strategy to calculate multivariate functional principal components and scores based on their univariate counterparts. For the
resulting estimators, asymptotic results are derived. The approach can be extended to finite expansions in general, not necessarily orthonormal
bases. It is also applicable for sparse data or data with measurement error. The new method is shown to be competitive to existing approaches
for data observed on a common one-dimensional domain. The motivating application is a neuroimaging study, where the goal is to explore how
longitudinal trajectories of a neuropsychological test score covary with FDG-PET brain scans at baseline. An implementation is available in R
packages fundata and MFPCA.

EO611 Room 217 STATISTICS IN SPORTS Chair: Marica Manisera

EO1081: Goals in soccer: Factors that matter

Presenter:  Jan Vecer, Charles University, Czech Republic

The state-of-the-art statistical analysis for studying extensive soccer data that are recently becoming available is reviewed. Our data were obtained
from OPTA in the case of the English Premier League and from the official websites of the English Premier League, the German Bundesliga and the
World Cup 2014. The aim is to identify factors that play a major role in the goal creation. The major factors fall in 3 broad categories, namely the
precision, the speed, and the discipline. The most interesting factors that influence the scoring are team specific and fall in the precision category.
Some game situations depend partly (long balls, corners played into the box) or almost entirely (open play crossing) on luck and thus, the weaker
teams are much better off if they use them in comparison to the stronger teams. As it turns out, the better teams are more efficient in scoring when
they apply their skill rather than use game situations that depend on luck. In terms of the speed, the data suggest that the top speed (achieved in
sprints) matters most in explaining the goal creation. The distance run while in sprint has a positive effect, but the distance run while in the fast
play has a negative effect. Discipline (yellow or red cards) negatively impacts goals scored by the penalized team, but other various stoppages that
fragment the game such as fouls, throw ins, corners or substitutions reduce goals of both teams.

EO0952: A probability model for analyzing the points of a team in a football match: An application to the Spanish league

Presenter:  Jose Maria Perez Sanchez, Universidad de Las Palmas de Gran Canaria, Spain

Co-authors: Nancy Davila Cardenes, Emilio Gomez Deniz

In the last decades, many research papers applying statistical methods for analyzing sports data have been published. One of the most popular sport
in these days is football, also called soccer, which is played in many countries in organized competition leagues. The aim is to develop a suitable
probability model for studying the points achieved by a team in a football match, say a random variable X. For this purpose, we use weighted
distributions to build a discrete probability distribution with truncated support in the set {0, 1,3}. That is, if a discrete distribution f(x/z) belongs
to the exponential family of distributions, we build the new model by choosing w(x)f(x/z), where w(x) is a function of x. We also propose a
regression model for studying the factors, which can explain the response variable X, then the points achieved by a team in a football match. We
test its performance using data from the Spanish Football League during the session 2013-14.

EO0463: Forecasting match results in European football competitions: New dynamic models and comparisons

Presenter: Rutger Lit, VU Amsterdam, Netherlands

Co-authors: Siem Jan Koopman

A new dynamic multivariate model is developed for the analysis and the forecasting of football match results in national league competitions. The
proposed dynamic model is based on the score of the predictive observation density for a large and weekly panel of match results. Given that our
main interest is to forecast whether the match result is a win, a loss or a draw for each team, we investigate whether we should model the match
result as a pairwise observation, or as a difference between the number of goals, or direct as a category (win, loss, draw). These different variables
require different model specifications. Our interest focuses on which approach yields better forecast results. We show that our dynamic modelling
framework outperforms relevant benchmark models in a large-scale forecasting study where we consider six football competitions in Europe and
a forecasting period of seven years. The magnitude of our forecasting study allows us to draw strong conclusions with respect to the forecast
performances of the considered models.

EO1116: A new Markovian model for tennis matches

Presenter: Marco Ferrante, Universita di Padova, Italy

Co-authors: Giovanni Fonseca

A generalisation of previously considered Markovian models for Tennis is presented that overcome the assumption that the points played are iid.
Indeed, we postulate that in any game there are two different situations: the first 6 points and the, possible, additional points after the first deuce,
with different winning probabilities. We are able to compute the winning probabilities and the expected number of points played to complete a
game and a set in this more general setting and we test our results considering 57 matches between Novak Djokovic, Roger Federer and Rafael
Nadal.

EO0874: Big data analytics to model scoring probability in basketball: The effect of shooting under high-pressure conditions

Presenter: Paola Zuccolotto, University of Brescia, Italy

Co-authors: Marica Manisera, Davide Verzeletti

In the last decades the idea of a statistical thinking in sports has gained a rapidly growing interest, as documented by the wide scientific production
on this theme and also by the publication of some insightful collections of statistical analyses applied to data from a wide range of sports, including
American football, baseball, basketball, and ice hockey. As concerns basketball, several statistical techniques have been applied to analyze data
with a great variety of aims, ranging from simply depicting the main features of a game by means of descriptive statistics to the investigation of
more complex problems, such as forecasting the outcomes of a game or a tournament, analysing players performance, or identifying optimal game
strategies. Nevertheless, new research questions arise from the huge amount of large sets of play-by-play data available, combined with the absence
of a sound theory explaining the relationships among the involved variables and the increasing computational power allowing the developing of
data mining tools for big data treatment. We use data mining tools to analyze shooting performance under pressure or in stressful game situations,
using two play-by-play datasets from the Italian Serie A2 Championship 2015/2016 and the Olympic Basketball Tournament Rio 2016.
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EO0253 Room 002 RECENT ADVANCES IN THE ANALYSIS OF LONG MEMORY TIME SERIES Chair: Rebecca Killick

EO1136: Long range dependence, fractional renewal models and Bayesian inference

Presenter: Nicholas Watkins, London School of Economics and Political Science, United Kingdom

Co-authors: Christian Franzke

Since the 1960s, long range dependence (LRD) as embodied by the fractional Gaussian noise and ARFIMA models, has been a well-studied
mechanism for the origin of 1/f noise and the Hurst effect. Two new avenues of research will be discussed. The first concerns breakpoints. These
have long been known to be a source of the Hurst effect, but recent research by one of us has shown that Mandelbrot had proposed a model with
power law intervals between the breaks as early as 1963, and that by 1965-67 he was showing how this was an alternative non-ergodic model for
1/f noise, with consequences for model choice and time series interpretation that are increasingly becoming topical in physics and elsewhere. The
second concerns Bayesian inference when an LRD model is plausible. We will discuss our recent work on a novel systematic Bayesian approach
for joint inference of the memory and tail parameters in an ARFIMA model with heavy-tailed innovations.

EO0215: Multivariate spurious long memory and a robust local Whittle estimator

Presenter:  Christian Leschinski, Leibniz University Hannover, Germany

Co-authors: Philipp Sibbertsen

For univariate time series it is well documented that low frequency contaminations generate spurious long memory. This analysis is extended
to vector valued processes. A multivariate generalization of the random level shift process is introduced and its properties are derived. These
results show, that spurious long memory is an issue for vector series as it is for univariate series. Therefore, a robust multivariate local Whittle
(RMLW) estimator is derived that is robust to low frequency contaminations and asymptotically normal. A Monte Carlo study shows that the
RMLW estimator has good finite sample properties. The standard Gaussian semiparametric estimator, on the other hand, is severely biased.

EO0645: Long memory and changepoint models: A spectral classication procedure

Presenter:  Ben Norwood, Lancaster University, United Kingdom

Co-authors: Rebecca Killick

Time series within fields such as Finance and Economics are often modelled using long memory models. Alternative studies suggest that series may
actually contain a ‘changepoint’ (a point within the time series where the data generating process has changed). These models have been shown to
have elements of similarity, such as within their spectrum. Without prior knowledge this leads to an ambiguity between these two models, giving
difficulty to assessing which model is most appropriate. This problem of appropriate identification is what we seek to address using a wavelet
based classification approach. Simulation results are presented across a number of models followed by an application to US Price Inflation. The
results indicate that the proposed classification outperforms an existing hypothesis testing approach on a number of models and performs well
across others.

EO0737: Strict stationarity, persistence and volatility forecasting in ARCH(e) processes

Presenter: Xiaoyu Li, University of Exeter, United Kingdom

Co-authors: James Davidson

A simple sufficient condition is derived for strict stationarity in the ARCH(e) class of processes with conditional heteroscedasticity. The concept
of persistence in these processes is explored, and is the subject of a set of simulations showing how persistence depends on both the pattern of lag
coefficients of the ARCH model and the distribution of the driving shocks. The results are used to argue that an alternative to the usual method of
ARCH/GARCH volatility forecasting should be considered.

EO0934: Testing for neglected strong dependence in explosive models

Presenter:  Christoph Wegener, IPAG Business School, Germany

Co-authors: Robinson Kruse

A widely applied procedure has been developed recently to test against explosive behavior in time series econometrics. There is fast-growing
empirical literature, which applies the test to detect bubbles in real estate, commodity, and stock prices. However, there is a gap in the literature
concerning strong dependent innovation processes in this framework. We consider such a test under strong dependencies and find severe size
distortions in case the residuals of the autoregressive model exhibit long memory. The unit root hypothesis is rejected far too often even for a
mild form of strong dependence. We use the limit theory for mildly explosive models to uncouple the consistent estimation of the autoregressive
coefficient and the degree of persistence of the residuals. Thus, we are able to test the unit root hypothesis against an explosive alternative in the
presence of long-range dependencies. We are particularly interested in small sample properties of all methods in this context, because explosive
behavior seems to be a temporal phenomenon. In order to apply this method to detect explosive behavior, we suggest a modification of a previous
procedure to test against strong dependent innovations.

EO007 Room 201 MODEL SELECTION IN HIGH DIMENSIONS Chair: Malgorzata Bogdan

EO1219: Multiple testing and adaptive estimation via the sorted L-one norm

Presenter:  Weijie Su, The Wharton School, University of Pennsylvania, United States

Co-authors: Malgorzata Bogdan, Ewout van den Berg, Chiara Sabatti, Emmanuel Candes

In many real-world statistical problems, we observe a large number of potentially explanatory variables of which a majority may be irrelevant. For
this type of problem, controlling the false discovery rate (FDR) guarantees that most of the discoveries are truly explanatory and thus replicable. We
propose a new method named SLOPE to control the FDR in sparse high-dimensional linear regression. This computationally efficient procedure
works by regularizing the fitted coefficients according to their ranks: the higher the rank, the larger the penalty. Whenever the columns of the
design matrix are not strongly correlated, we show empirically that SLOPE obtains FDR control at a reasonable level while offering substantial
power. Although SLOPE is developed from a multiple testing viewpoint, we show the surprising result that it achieves optimal squared errors under
Gaussian random designs over a wide range of sparsity classes. An appealing feature is that SLOPE does not require any knowledge of the degree
of sparsity. This adaptivity to unknown sparsity has to do with the FDR control, which strikes the right balance between bias and variance. The
proof of this result presents several elements not found in the high-dimensional statistics literature.

EOO0777: Some optimality properties of FDR controlling modifications of AIC and BIC in high dimensions

Presenter:  Florian Frommlet, Medical University Vienna, Austria

Co-authors: Malgorzata Bogdan

Penalized selection criteria like AIC or BIC are among the most popular methods for variable selection. Their theoretical properties have been
studied intensively and are well understood in case of a moderate number of variables. However, these criteria do not work well in a high-
dimensional setting under the assumption of sparsity. We will introduce different modifications of AIC and BIC which will allow to control the
family wise error rate (mAIC, mBIC) or the false discovery rate (mAIC2, mBIC2), respectively, in terms of including false positive regressors in
the model. Our modifications of BIC have a nominal level which is roughly indirect proportional to the square root of the sample size, whereas the
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modifications of AIC have a fixed nominal level. We will discuss for which purpose one might prefer mAIC2 or mBIC2 and give the conditions
under which they provide selection procedures which are asymptotically Bayes optimal under sparsity (ABOS). Finally we want to compare their
performance in the context of GWAS data.

EO0397: Model-free high-dimensional false discovery rate control with knockoffs

Presenter: Lucas Janson, Stanford University, United States

A common problem in modern statistical applications is to select, from a large set of candidates, a subset of variables which are important for
determining an outcome of interest. For instance, the outcome may be disease status and the variables may be hundreds of thousands of single
nucleotide polymorphisms on the genome. For data coming from low-dimensional (n > p) linear homoscedastic models, the knockoff procedure
recently introduced by Barber and Candes solves the problem by performing variable selection while controlling the false discovery rate (FDR).
The present paper extends the knockoff framework to arbitrary (and unknown) conditional models and any dimensions, including n < p, allowing
it to solve a much broader array of problems. This extension requires the design matrix be random (independent and identically distributed rows)
with a covariate distribution that is known, although we show our procedure to be robust to unknown/estimated distributions. To our knowledge,
no other procedure solves the variable selection problem in such generality, but in the restricted settings where competitors exist, we demonstrate
the superior power of knockoffs through simulations. Finally, we apply our procedure to data from a case-control study of Crohns disease in the
United Kingdom, making twice as many discoveries as the original analysis of the same data.

EO0640: A scalable and consistent variable selection method for high dimensional logistic regression

Presenter: Naveen Narisetty, University of Illinois at Urbana-Champaign, United States

Within the framework of Bayesian computation, we provide a novel variable selection method for logistic regression that adapts to both the sample
size n and the number of potential covariates p with desirable features. We propose a Gibbs sampler called “Skinny Gibbs” whose computational
complexity grows only linearly in p, but it attains the property of strong model selection consistency. In contrast with the standard Gibbs sampler,
Skinny Gibbs is much more scalable to high dimensional problems, both in memory and in computational feasibility. We compare our proposed
method with several leading variable selection methods through a simulation study to show that our proposed approach selects the correct model
with higher probabilities than existing methods while being computationally appealing.

EO1240: Bayesian dimensionality reduction with PCA using penalized semi-integrated likelihood

Presenter:  Piotr Sobczyk, Politechnika Wroclawska, Poland

Co-authors: Malgorzata Bogdan, Julie Josse

Despite of the importance of the problem of estimating the number of principal components in Principal Components Analysis (PCA), it comes
as a surprise that there does not exist a coherent asymptotic framework which would justify different approaches depending on the actual size of
the data set. We address this issue by presenting an approximate Bayesian approach based on Laplace approximation and introducing a general
method for building the model selection criteria, called PEnalized SEmi-integrated Likelihood (PESEL). Our general framework encompasses a
variety of existing approaches based on probabilistic models, like e.g. Bayesian Information Criterion for the Probabilistic PCA (PPCA), and
allows for construction of new criteria, depending on the size of the data set at hand and additional prior information. Specifically, we apply PESEL
to derive two new criteria for data sets where the number of variables substantially exceeds the number of observations, which is out of the scope
of currently existing approaches. We also report results of extensive simulation studies and real data analysis, which illustrate good properties of
our proposed criteria as compared to the state-of-the-art methods and very recent proposals. Specifically, these simulations show that PESEL based
criteria can be quite robust against deviations from the probabilistic model assumptions. Selected PESEL criteria are implemented in R package
varclust (https://github.com/psobczyk/varclust).

EP733 Room Hall POSTER SESSION II Chair: Marta Garcia Barzana

EP1469: A bias-corrected estimator of competitive balance in sports leagues

Presenter: Sarah Kim, Seoul National University, Korea, South

Co-authors: Younghoon Lee, Yongdai Kim

The ratio of the actual standard deviation to the idealized standard deviation of win percentages (RSD) is the conventional measure of competitive
balance (CB). RSD is designed to control for the effect of season length on the sample standard deviation of win percentages (ASD). Theoretically,
the RSD should be greater than one, but empirical values below one have been found in previous studies. We employ a mathematical statistics
approach to evaluate the statistical properties of RSD and ASD. In doing so, we find that RSD is constructed by an invalid normalization approach
and that ASD is biased. We also present a bias-corrected standard deviation (BCSD) as a new estimator of the standard deviation of true win
probabilities. Results from the simulations confirm the following: (1) ASD is prone to underestimate CB levels when the number of games is small,
(2) the RSD values become unreasonably large when the number of games is large, and (3) BCSD performs well with respect to mean bias and root
mean squared errors. According to empirical analysis on the English Premier League (EPL) and the Korea Baseball Organization (KBO), BCSD
shows that the KBO was more competitively-balanced than the EPL between 2000-2015, but the RSD implies that the two leagues were more or
less equal.

EP1618: A comparison of spatial Bayesian, empirical Bayesian and frequentist interpolators with large data

Presenter: Konstantin Krivoruchko, Esri, United States

Several methods of spatial prediction recently developed for interpolation of large spatial datasets are compared, for example, where measurements
numbers are several thousands, and one or more model parameters change in spatial extent. Specifically, we compare modified predictive processes,
a stochastic partial differential equation approach, lattice kriging, fixed rank kriging, and empirical Bayesian kriging (EBK). The first four methods
are available in R, while EBK is implemented in Esri ArcGIS Geostatistical Analyst. A large number of simulated and real data were used. The
performance of each spatial interpolator is evaluated empirically using the validation datasets for each simulation experiment. Prediction quality
is compared using prediction errors, continuous ranked probability score, the number of validation data inside the 90- and 95 percent prediction
intervals, and the ability to predict the largest and the smallest observation values. Results show that empirical Bayesian kriging outperforms all
other predictors, and increasingly so with larger data complexity. Also, prediction standard error maps produced by models implemented in R are
largely functions of the observed data locations density, while the prediction standard error map created by EBK is a function of both points density
and the data values.

EP1452: A new method of measuring uncertainty propagation in the study of climate change on hydrology

Presenter:  Gyuseung Baek, Seoul National University, Korea, South

Co-authors: Yongdai Kim, Ilsang Ohn

Uncertainty in climate change impact assessments is composed of several stages consisting of emission scenarios, global climate models, down-
scaling techniques and hydrological models. To investigate the total uncertainty and the uncertainty propagation process, it is necessary to quantify
uncertainty in a comprehensive manner. But existing methods that measure the uncertainty of each source separately are inappropriate to study
uncertainty propagation, since they do not guarantee proper uncertainty propagation. We propose a new way of quantifying and decomposing the
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total uncertainty by defining sequential uncertainty. The sequential uncertainty is defined as the difference of the uncertainty up to a given source
and the uncertainty up to the stage just before a given source, which represents how much a given source propagates the total uncertainty in the
total process of projection. We show that the sequential uncertainty provides proper uncertainty propagation, which implies that the uncertainty
keeps increasing as the stage proceeds.

EP1505: The multinomial logistic regression model to predict eye color: An application to the Portuguese case

Presenter: Helena Mourino, Faculdade de Ciencias - Universidade de Lisboa, Portugal

Co-authors: Paulo Dario

DNA phenotyping research is one of the most emergent areas of forensic genetics. IrisPlex, an eye color prediction assay, revealed high prediction
rates in European populations. However, this is less predictive in some non-European populations, maybe due to admixing. When compared to
other European countries, Portugal has a relatively admixed population. The aim is to evaluate the utility of IrisPlex in the Portuguese population.
Buccal swabs and blood samples were collected from 192 unrelated volunteers residing in Portugal, and under informed consent. This sample
consisted of 95 males and 97 females with ages ranging from 16 to 72. Iris characteristics of each individual was classified into one of three
categories: blue eyes; neither blue nor brown; brown eyes. We propose a Multinomial Logistic Regression Model to predict eye color, where the
response variable is the Eye (iris) color. The covariates correspond to the classification of individuals based on population minor allele frequencies
(obtained from the IrisPlex). The model is estimated by the maximum likelihood method: the BFGS algorithm. For prediction purposes, we
develop accurate techniques to compute the AUC in the multinomial framework. The performance of the estimated model is also evaluated in the
context of cross-validation.

EP(0785: Partially reduced-bias value-at-risk estimation

Presenter: Dinis Pestana, FFCUL, Universidade de Lisboa e CEAUL, Portugal

Co-authors: Ivette Gomes, Frederico Caeiro, Fernanda Otilia Figueiredo, Ligia Henriques-Rodrigues

The value-at-risk (VaR) at a small level ¢, 0 < g << 1, is the size of the loss that occurs with a probability g. Semi-parametric partially reduced-bias
(PRB) VaR-estimation procedures based on the mean-of-order-p of a set of k quotients of upper order statistics, with p any real number, are put
forward. After a reference to their asymptotic behaviour, these PRB VaR-estimators are altogether compared with the classical ones for finite
samples, through a large-scale Monte-Carlo simulation study. A brief application to financial log-returns is also provided.

EP1455: Semi-parametric logistic regression model with random forest

Presenter:  Bo Young Kim, Seoul National University, Korea, South

Co-authors: Yongdai Kim, Jaesung Hwang, Oh-Ran Kwon

In two-class classification problem, generalized linear model (glm) with logistic link function which estimates the probability of a binary response
based on one or more independent variables is the most commonly accepted model. But glm has the limitation of classification performance in
terms of sensitivity and specificity. So we propose the semi-parametric model called glm+rf model, which combines glm and random forest to
improve its accuracy results. Since it is not easy to estimate the glm part and random forest part simultaneously, we adopt two stage method.
In the first stage, we estimate the coefficients of the glm part with general logistic regression assuming that there is not random forest part. The
second step is to estimate the random forest part suggesting two algorithms. One is to perform like the random forest does, which maximize the
log likelihood in the left and right node. The other is to use negative gradient. Additionally, we select the bias correction term to reduce the bias
of the random forest predictors. Throughout the simulation, we compare the prediction results of the new model using negative gradient approach,
random forest approach and the existing glm model.

EP1465: Comparison of sub-daily precipitation extremes in observed data and regional climate model simulations

Presenter:  Jan Kysely, Institute of Atmospheric Physics AS CR, Czech Republic

The study compares characteristics of observed sub-daily precipitation extremes with those simulated by HadRM3 and RCA4 regional climate
models (RCMs) driven by reanalyses. The observed warm-season (May-September) maxima of short-duration (1 h, 2 h and 3 h) amounts show one
diurnal peak in the afternoon, which is simulated reasonably well by RCA4, although the peak occurs too early in the model. HadRM3 provides an
unrealistic diurnal cycle with a night-time peak and an afternoon minimum coinciding with the observed maximum for all three ensemble members,
which suggests that convection is not captured realistically. Distorted relationships of the diurnal cycles of hourly precipitation to daily maximum
temperature in HadRM3 further evidence that underlying physical mechanisms are misrepresented in this RCM. Goodness-of-fit tests indicate that
the Generalized Extreme Value (GEV) distribution is an applicable model for both observed and RCM-simulated precipitation maxima. However,
the RCMs are not able to capture the range of the shape parameter estimates of distributions of short-duration precipitation maxima realistically,
leading to either too many or too few grid boxes in which the shape parameter corresponds to a heavy tail. This means the distributions of maxima
of sub-daily amounts are distorted in the RCM-simulated data and do not match reality well.

EP1531: Computing the distribution of collective risk models via numerical inversion the characteristic function

Presenter: Gejza Wimmer, Mathematical Institute, Slovak Academy of Sciences, Slovakia

Co-authors: Viktor Witkovsky

A typical model for insurance risk is the collective risk model (CRM). The collective risk model mathematically describes the aggregate loss of
an insurance portfolio in a certain period of time (e.g. 1 year). Insurance portfolio is regarded as a process that produces claims over time. The
sizes of these claims are taken to be independent, identically distributed random variables independent also of the number of claims generated in
this time period. We present the typical parametric collective risk models and their characteristic functions (CFs), and introduce a new MATLAB
Toolbox called CRM for high precision calculation of probability density functions (PDF) and cumulative distribution functions (CDF) of the CRM
distributions. Method of calculation is based on the numerical inversion of CRM’s characteristic function. The suggested numerical approaches
are based on the Gil-Pelaez inversion formulae for computing the probability distribution functions (PDF and/or CDF) of the univariate continuous
random variables. Moreover, a non-parametric method based on inverting the empirical characteristic functions is presented and illustrated.

EC1508: Significance of explanatory variables when model is estimated by S-weighted estimator

Presenter:  Jan Amos Visek, Charles University in Prague, Czech Republic

The S-weighted estimator is a generalization of the Least Weighted Squares as well as of S-estimator. It inherited all pros and removed restriction
of LWS on the quadratic function. It depressed a potential high sensitivity to inliers and restriction on bounded objective function of S-estimator.
The estimator is the argument which minimizes the scale of residuals under a constraint on the sum of products of weights and of order statistics
of the squared residuals plugged into the objective function. So, it reaches a high flexibility of estimator and it can be tailored to the character and
level of contamination of data. The consistency of new estimator was proved and the reliability of algorithm was demonstrated. Significance of the
individual explanatory variable is a key diagnostic tool. It is surprising that there are nearly no results on this topics for the robust identification of
model. Presumably it is due to the fact that - even if we start with i.i.d. framework - robustification transforms this framework to the framework
with heteroscedasticity. The denominator of ¢-statistics is so the sum of independent random variables, each of them is the square of normal r.v.-
but the r.v.’s have different variances. We obtain something like generalized chi-square-distribution and consequently generalized ¢-distribution.
The distribution of generalized z-statistic has to be simulated.
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EP1769: The lattice generalized Von Mises distribution

Presenter:  Anna Sjostrom, Department of Statistics, Lund University, Sweden

The Lattice Generalized von Mises distribution is presented, which allows for modelling multimodal discrete circular data, where no further
restrictions are put on data. In the case of circular data, a wide range of continuous distributions are described in the literature, whereas the discrete
distributions presented are fewer. Nevertheless, the need for discrete circular distributions is not insignificant, since circular data are often observed
on discrete outcome spaces, for example in the form of temporal or spatial data. For continuous circular data, the Generalized von Mises distribution
(GvM) allows for modelling higher orders of modality. Due to this fact, the GvM is a natural starting point in the process of modelling unrestricted
discrete circular multimodal data, leading to what we call the Lattice Generalized von Mises distribution. This is a flexible probability model which
is able to handle multimodality and asymmetry between modes. The pdf of the continuous GvM typically includes types of modality in a sequential
manner. In the proposed model, we allow for including some but not necessarily all types of modality of a sequence. We demonstrate the model for
a data set concerning bird migration behavior, where data are measured as counts on circle sectors. We show an approximation to the continuous
case when the grid of circle sectors becomes finer. Further, we describe an EM-algorithm for finding ML-estimators of the model parameters.

EP1770: Recovery of Fisher’s linear discriminant subspace by invariant coordinate selection (ICS) methods: Latest advances

Presenter: Radka Sabolova, The Open University, United Kingdom

Co-authors: Hannu Oja, Germain Van Bever, Frank Critchley

It is a remarkable fact that, using any pair of scatter matrices, invariant coordinate selection can recover the Fisher linear discriminant subspace
and its dimension without knowing group membership. The aim is to summarise and extend our body of work in this area. For any choice of
scatter matrices satisfying mild assumptions, we have (a) the limiting distribution of the estimator of the signal space and (b) both asymptotic and
bootstrap tests for its dimension. This latter test is shown to be useful for real data analysis. The finite sample adequacy of asymptotic results is
examined with reference to a novel family of scatter matrices and reported in a designed simulation study.

© CFE and CMStatistics networks. All rights reserved. 111



Saturday 10.12.2016 14:25 - 16:05 CFE-CMStatistics 2016 Parallel Session I — CFE-CMStatistics

Saturday 10.12.2016 14:25 - 16:05 Parallel Session I — CFE-CMStatistics

CO0654 Room 104 FORECASTING AND VOLATILITY: R&M UNIVERSITY OF MESSINA PROJECT Chair: Edoardo Otranto

C00263: A multiplicative dynamic model for realized covariance matrices

Presenter: Luc Bauwens, Universite catholique de Louvain, Belgium

Co-authors: Manuela Braione, Giuseppe Storti

A class of multiplicative dynamic models for realized covariance matrices is introduced. The multiplicative structure enables consistent three-step
estimation of the parameters, starting by covariance targeting of a scale matrix. The dynamics of conditional variances and correlations are inspired
by specifications akin to the consistent dynamic conditional correlation model of the multivariate GARCH literature, and estimation is performed by
the quasi-maximum likelihood method, assuming a Wishart conditional distribution. Simulations show that in finite samples a three-step estimator
has smaller bias and root mean squared error than a one-step estimator when the cross-sectional dimension increases. An empirical application
illustrates the flexibility of the model in a low-dimensional setting, and another one illustrates its effectiveness and practical usefulness in high
dimensional portfolio allocation strategies.

CO0487: Estimation of a multiplicative covariance structure

Presenter:  Christian Hafner, UCL Louvain-la-Neuve, Belgium

Co-authors: Oliver Linton, Haihan Tang

A Kronecker product structure for large covariance matrices is considered, which has the feature that the number of free parameters increases
logarithmically with the dimensions of the matrix. We propose an estimation method of the free parameters based on the log linear property of
these structures, and also a Quasi-Likelihood method. We establish the rate of convergence of the estimated parameters when the size of the matrix
diverges. We also establish a CLT for our method. We apply the method to portfolio choice for S&P500 daily returns and compare with alternative
methods.

CO1019: Estimating the frequency of a time series

Presenter:  Walter Distaso, Imperial College London, United Kingdom

Co-authors: Liudas Giraitis, Karim Abadir

A novel methodology is presented that allows us to estimate both the long memory parameter of a (possibly nonstationary) time series and the
frequency which maximizes the spectral density. We derive limiting distributions, assess them through a simulation exercise and also provide a
valid bootstrap scheme that uses both time domain and frequency domain information. We then illustrate the usefulness of our model in capturing
the salient features of dynamics of different datasets.

CO1245: More than just errors: Accounting for state dependent mean reversion in volatility forecasting

Presenter: Giampiero Gallo, University of Florence, Italy

Co-authors: Edoardo Otranto, Fabrizio Cipollini

Recent results are revisited, where an improvement of forecasting realized volatility is attained by inserting an estimate of quarticity in a volatility
model. In our approach, quarticity is recognized to be strongly correlated with volatility itself, therefore introducing a curvature effect in a volatility
quadratic equation, whereby higher volatility induces a stronger mean reversion effect. Moreover, this state dependence can be linked to a low
frequency component of volatility forecasting which is suitably captured by Smooth Transition of Markov Switching behavior. Our results on 30
DJ components reveal that when other forms of state dependent behavior in volatility modeling are accounted for, the quarticity term generally
loses importance, showing that measurement errors are providing only incomplete explanation for this state dependent behavior.

CO425 Room 216 NONPARAMETRIC METHODS FOR NONSTATIONARY TIME SERIES Chair: Christopher Walsh

C00270: Empirical characteristic function-based inference for locally stationary processes

Presenter: Marco Meyer, TU Braunschweig, Germany

Co-authors: Carsten Jentsch, Anne Leucht, Carina Beering

A kernel-type estimator is proposed for the local characteristic function (local CF) of locally stationary processes. Under weak moment condi-
tions, we prove joint asymptotic normality for local empirical characteristic functions (local ECF). Precisely, for processes having a (two-sided)
time-varying MA(e0) representation, we establish a central limit theorem under the assumption of finite absolute first moments of the process.
Additionally, we prove process convergence of the local ECF. We apply our asymptotic results to parameter estimation of time-varying o-stable
distributions. Furthermore, we extend the notion of distance correlation to locally stationary processes and provide asymptotic theory for local
empirical distance correlations. Finally, we provide a simulation study on minimum distance estimation for c-stable distributions based on local
ECF and illustrate the pairwise dependence structure over time of log returns of German stock prices via local empirical distance correlations.

CO1241: Partially linear time series models with time-varying coefficients

Presenter: Lionel Truquet, ENSAI, France

Partially linear models have been widely studied in Econometrics and Statistics. Their semiparametric nature is general enough for capturing
complex nonlinearities and meanwhile it avoids the curse of dimensionality. In linear regressions with time-varying coefficients, partially linear
models appear naturally when testing time-constancy of some of the parameters, or for the semiparametric inference in such models. We will
discuss how to conduct inference in this case, using in particular Robinsons type estimates. In a second part, we will discuss an extension of
partially linear models using time-varying coefficients as an interesting approach for avoiding the curse of dimensionality in nonparametric, time-
varying regression models.

CO1092: Analysing dynamic interactions in limit order book markets using nonparametric methods

Presenter:  Christopher Walsh, University of Vienna, Austria

Co-authors: Nikolaus Hautsch

A novel theoretical explanation has been recently provided for price impact in limit order book markets. The corresponding empirical analysis was
conducted using static parametric regression models on data from the LOBSTER database, which contains high frequency limit order book data
from NASDAQ. We go beyond the simple justification for the parametric forms via the visual comparison of model fits to some nonparametric fits.
Specifically, we will construct a specification test for the proposed models and generalize the models by allowing for the presence of dynamics.

CO1762: Determination of vector error correction models in higher dimensions

Presenter: Melanie Schienle, Karlsruhe Institute of Technology, Germany

Co-authors: Chong Liang

A shrinkage type methodology is provided which allows for simultaneous model selection and estimation of vector error correction models
(VECM). Model determination is treated as a joint selection problem of cointegrating rank and autoregressive lags. We show consistency of
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the selection mechanism by the resulting Lasso-VECM estimator under sparsity in lags and cointegration relations. In contrast to existing two-step
approaches based on information criteria, we also derive the asymptotic properties of the final estimator and point to estimation refinements. More-
over, with only linear computational complexity, the procedure remains computationally tractable also for higher dimensions. We demonstrate the
effectiveness of the proposed approach by a simulation study and an empirical application to recent CDS data after the financial crisis.

CO0473 Room 101 ALPHA-STABLE PROCESSES WITH APPLICATIONS IN FINANCIAL ECONOMETRICS Chair: Nourddine Azzaoui

CO0319: Simulation of a general class of -stable processes

Presenter: Malcolm Egan, Universite Blaise Pascal, France

Co-authors: Nourddine Azzaoui, Gareth Peters

The heavy-tail and extremal dependence properties of ¢i-stable processes have lead to their extensive use in fields ranging from finance to engi-
neering. In these fields, the stochastic integral representation plays an important role both in characterizing a-stable processes as well as for the
purposes of simulation and parameter estimation. In order use the stochastic integral representation, constraints on the random measure must be
imposed. A key constraint is the independently scattered condition, where orthogonal increments of the random measure are independent. A key
feature of the independently scattered condition is that the covariation is both left and right additive, which allows for simulation and estimation
of this class of processes. Recently, a new generalization of the independently scattered condition has been introduced, which also preserves the
left and right additivity of the covariation. This new generalization allows the characteristic function a wide class of o.-stable processes to be
determined by a bimeasure. We deal with the problem of simulating from the bimeasure characterization of o-stable processes. In particular, we
prove conditions under which the bimeasure leads to a positive definite characteristic function for the case of a two-dimensional skeleton. Based
on this result, we then propose a method to construct and simulate n—dimensional skeletons, for arbitrary n > 2.

C0O0363: Stable-GARCH models for financial returns: Fast estimation and tests for stability

Presenter: Marc Paolella, University of Zurich, Switzerland

A fast method for estimating the parameters of a stable-APARCH not requiring likelihood or iteration is proposed. Several powerful tests for
the (asymmetric) stable Paretian distribution with tail index 1 < & < 2 are used for assessing the appropriateness of the stable assumption as
the innovations process in stable-GARCH-type models for daily stock returns. Overall, there is strong evidence against the stable as the correct
innovations assumption for all stocks and time periods, though for many stocks and windows of data, the stable hypothesis is not rejected.

CO1329: Spatial and temporal interpolation based on impulsive alpha stable processes.

Presenter: Nourddine Azzaoui, Blaise Pascal University, France

Co-authors: Gareth Peters

Spatio-temporal modeling is a fundamental step for understanding the mechanisms that govern the evolution of natural phenomena and their under-
lying econometric and financial processes; It allows us to predict a studied variable at unobserved points of a given field based on measurements of
this variable at some points of the domain. Many results and solutions have been found for second order stochastic processes, e.g. spatial kriging
and spatio-temporal interpolation based on Guassian processes. We sketch a generalisation of these techniques to the case where the Gaussian spa-
tial stochastic processes is replaced by a dependent heavy tailed alpha-stable processes. We show some application examples based on a simulated
alpha-stable process.

CO1327: New results in non-independent increment stable process specifications and characterizations

Presenter: Gareth Peters, University College London, United Kingdom

New results will be presented on characterization of alpha-stable processes that generalize the representation and characterization of independent
increment processes to non-independent increment processes. Ideas on characterization and construction will be the focus.

CO351 Room 102 REGIME SWITCHING, FILTERING, AND PORTFOLIO OPTIMIZATION Chair: Joern Sass

C00330: Expert opinions and utility maximization in a market with partially observable Gaussian drift

Presenter: Ralf Wunderlich, BTU Cottbus-Senftenberg, Germany

A continuous-time financial market with partial information on the drift is considered, and utility maximization problems are solved, which include
expert opinions on the unobservable drift. Stock returns are driven by a Brownian motion and the drift depends on a factor process which is an
Ornstein Uhlenbeck process. Thus, the drift is hidden and has to be estimated from observable quantities. If the investor only observes stock
prices then the best estimate is the Kalman filter. However, to improve the estimate, an investor may also rely on expert opinions providing a
noisy estimate of the current state of the drift. This reduces the variance of the filter and thus improves the expected utility. That procedure can
be seen as a continuous-time version of the classical Black-Litterman approach. For the associated portfolio problem with logarithmic utility,
explicit solutions are available in the literature. We consider the case of power utility. We apply dynamic programming techniques and solve the
corresponding dynamic programming equation for the value function. Diffusion approximations for high-frequency discrete-time experts allow to
simplify the problem and to derive more explicit solutions. We illustrate our findings by numerical results.

CO0443: Analyzing and testing arbitrage parities

Presenter:  Julia Reynolds, Vienna Graduate School of Finance, Austria

Co-authors: Leopold Soegner, Martin Wagner, Dominik Wied

New econometric tools are developed that allow for the monitoring of deviations from arbitrage parities. The econometric methodology is applied
in order to test for the stability of the Covered Interest Rate Parity, the Triangular Arbitrage Parity, and the American Depository Receipt Parity.
Economically relevant variables that possibly result in arbitrage parity violations are analyzed to connect our empirical results to the limits to
arbitrage literature. In addition, we also check whether (possible) arbitrage parity deviations can be connected to historical events such as the
failure of Lehman Bros. or to central bank interventions.

CO1091: A joint model of firm failure and credit ratings

Presenter: Laura Vana, WU Wirtschaftsuniversitaet Wien, Austria

Co-authors: Rainer Hirk, Kurt Hornik

Credit risk modeling including the measurement of credit quality has been intensively investigated by academics and practitioners over the past
decades. We contribute by developing a framework for jointly modeling firm failures (e.g. bankruptcies) and ordinal credit ratings as outcomes.
This model, unlike prior work, simultaneously incorporates failures and credit ratings and allows inference about the quantitative relationships
between these outcomes by simultaneously making use of both sources of information. In addition the model does not require a balanced data
set in the outcome variables, i.e. missing values in the outcomes are possible. We hypothesize that 1) the model alleviates the ‘low failure
portfolio’ problem and outperforms univariate models of failure or credit rating models in terms of prediction accuracy; 2) useful insights into
rating heterogeneity are gained; 3) information about the systematic rating patterns of the credit rating agencies is uncovered. The joint model will
be formulated such that it takes the ordinal nature of the credit ratings into account and can therefore be incorporated in the class of multivariate

© CFE and CMStatistics networks. All rights reserved. 113



Saturday 10.12.2016 14:25 - 16:05 CFE-CMStatistics 2016 Parallel Session I — CFE-CMStatistics

ordinal models. Failure, firm-level and stock price data for publicly traded North American companies as well as issuer credit ratings from the big
three rating agencies (S& P, Moody’s and Fitch) are collected and analyzed to illustrate the proposed framework.

CO0949: Filter-based discrete-time EM algorithm with diffusion and point process observation

Presenter: Camilla Damian, WU Vienna University of Economics and Business, Austria

Co-authors: Zehra Eksi-Altay, Ruediger Frey

The focus is on statistical inference in a dynamic, reduced-form, partial-information model for Eurozone sovereign credit spreads. The main
assumption is that default intensities are driven by an unobservable finite-state Markov chain. Regarding methodology, an extension of the EM
algorithm is involved: instead of pure diffusion information, both diffusive and point-process observations are considered. In the financial appli-
cation, the point process represents default history of a given country. The goal is to estimate the model parameters, in particular the infinitesimal
generator of the underlying Markov chain, making use of the robust discretization of continuous-time filters. Both a simulation analysis, which is
essential to check performance, accuracy and stability of the algorithm, and an application to real data are presented.

C0291 Room 105 ONE-STEP-AHEAD IN DYNAMIC FACTOR MODELS Chair: Esther Ruiz

CO0384: Identification and estimation of dynamic factor models

Presenter:  Joerg Breitung, University of Cologne, Germany

Co-authors: Matei Demetrescu

In empirical practice dynamic factor models are typically estimated by performing a Principal Component Analysis (PCA) on the static factor
representation. A two-step PC estimator and a sequential least-squares approach is proposed to estimate the original dynamic factors that enter the
model with a prespecified number of lags. The identification of the dynamic factors subject to the usual normalization restrictions is analyzed and
the consistency of the estimator is established. Monte Carlo simulations suggest that the sequential least-squares estimator performs slightly better
than the two-step PCA approach.

CO0826: Markov-switching dynamic factor models in real time

Presenter:  Gabriel Perez Quiros, Bank of Spain, Spain

Co-authors: Maximo Camacho, Pilar Poncela

The Markov-switching dynamic factor model is extended to account for some of the specificities of the day-to-day monitoring of economic
developments from macroeconomic indicators, such as ragged edges and mixed frequencies. We examine the theoretical benefits of this extension
and corroborate the results through several Monte Carlo simulations. Finally, we assess its empirical reliability to compute real-time inferences of
the US business cycle.

CO0976: Dynamic functional principal components

Presenter: Marc Hallin, Universite Libre de Bruxelles, Belgium

The problem of dimension reduction for functional time series is addressed. Such time series arise frequently, e.g. when a continuous time process
is segmented into some smaller natural units, such as days, each observation representing one intraday curve. We argue that functional principal
component analysis (FPCA), which is a key technique in the field, does not provide an adequate dimension reduction in a time series context.
FPCA is a static procedure which ignores the essential serial dependence features of the data. Therefore, inspired by Brillingers theory of dynamic
principal components, we propose a dynamic version of FPCA which is based on a frequency domain approach, and show that it provides the
optimal dimension reduction. By means of a simulation study and an empirical illustration, we show the considerable improvement our method
entails when compared to the usual (static) procedure.

CO1056: Measuring the uncertainty of principal components in dynamic factor models

Presenter:  Esther Ruiz, Universidad Carlos III de Madrid, Spain

Co-authors: Irene Albarran, Javier de Vicente

Factors extracted from large macroeconomic are central for policy makers. Measuring the uncertainty associated with the estimated factors is
a central issue for an adequate policy. One of the most popular factor extraction procedures is Principal Components which is nonparametric
and computationally simple. The uncertainty associated with factors extracted using PC can be measured using their asymptotic distribution.
However, the asymptotic distribution is a poor approximation to the finite sample distribution of the factors. The asymptotic intervals are too
tiny. Alternatively, several authors propose using bootstrap methods in the context of PC factor extraction. We show that the available bootstrap
methods are not adequate as they are based on bootstrapping the data as if it were iid, on bootstrapping from the marginal instead of the conditional
distribution or on considering the estimated common component as if it were the true component. After a detailed analysis of the finite sample
properties of the asymptotic and bootstrap factor prediction intervals, we propose a new bootstrap procedure with appropriate properties that mimic
that of the original data. We show that the coverages of the new bootstrap intervals are close to the nominal regardless of the properties of the
idiosyncratic noises as far as the factor is not close to the nonstationary region.

CO471 Room 107 SPARSE BAYESIAN MODELLING Chair: Helga Wagner

CO0458: Using variable selection within Bayesian clustering to explore dependence between categorical variables

Presenter: Michail Papathomas, School of Mathematics and Statistics, University of St Andrews, United Kingdom

Co-authors: Sylvia Richardson

Detecting interactions when analysing data sets created by large studies is becoming increasingly important in the Social sciences, Economics
and Biostatistics. Investigating complex dependence structures within a linear modelling framework is not straightforward due to the difficulty in
searching an unwieldy large space of competing models. One approach for reducing the dimensionality of the problem is to utilize a Bayesian
modelling approach based on the Dirichlet process. We investigate the relation between the Dirichlet process and linear modelling, and discuss the
utility of the Dirichlet process for the exploration of high order interactions, especially when sparse data are analysed.

CO1314: Bayesian effect fusion with spike and slab prior

Presenter: Daniela Pauger, Johannes Kepler University Linz, Austria

Co-authors: Helga Wagner

In many applications, especially in social or economic studies, potential covariates for a regression analysis are categorical, measured either on
an ordinal or on a nominal scale. Including categorical variables in regression models can easily lead to a high-dimensional vector of effects. We
present a method for sparse modelling of the effects of categorical covariates, where sparsity is achieved by excluding irrelevant predictors and/or
by fusing levels which have essentially the same effect on the response. To encourage effect fusion, we construct a prior that is based on the
specification of spike and slab priors on differences of level effects and hence allows for selective shrinkage of these level effects to each other.
The proposed prior is designed mainly for fusion of effects but automatically excludes irrelevant predictors as well. Furthermore, the prior allows
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to take into account any available information on the ordering of categories and to incorporate prior information which levels should not be fused.
We demonstrate the performance of the developed method in simulation studies and in a real data example.

CO0713: Effect fusion using sparse finite mixtures

Presenter:  Gertraud Malsiner-Walli, Johannes Kepler University Linz, Austria

Co-authors: Helga Wagner, Daniela Pauger, Bettina Gruen

In social studies, variables are often measured on a nominal scale with many categories. However, different classification scales using either a
finer or a coarser grid are possible. If such a variable is included in a regression model, the inclusion of too many categories can lead to imprecise
estimates of the effects. In contrast, if the categorization is too coarse, important effects could be missed. Therefore, it would be appealing to have
a method available which achieves classification automatically. For clustering categories, we propose the specification of a modified standard spike
and slab prior on the effects. The spike component at zero allows to capture categories with no effect. The slab distribution is a spiky location
mixture distribution and allows to identify categories with similar effect size. Model-based clustering of the effects during MCMC allows to both
detect categories which have the same effect size and identify variables with no effect at all.

CO1083: Bayesian variable selection for latent class analysis using a collapsed Gibbs sampler

Presenter:  Arthur White, Trinity College Dublin, Ireland

Co-authors: Jason Wyse, Thomas Brendan Murphy

Latent class analysis is used to perform model based clustering for multivariate categorical responses. Selection of the variables most relevant for
clustering is an important task which can affect the quality of clustering considerably. We consider a Bayesian approach for selecting the number of
clusters and the best clustering variables. The main idea is to reformulate the problem of group and variable selection as a probabilistically driven
search over a large discrete space using Markov chain Monte Carlo (MCMC) methods. Both selection tasks are carried out simultaneously using
an MCMC approach based on a collapsed Gibbs sampling method, whereby several model parameters are integrated from the model, substantially
improving computational performance. Post-hoc procedures for parameter and uncertainty estimation are outlined. The approach is tested on
simulated and real data.

CO622 Room 110 CYCLICAL PROPERTIES OF FINANCIAL AND ECONOMIC DATA Chair: Jozef Barunik

CO0479: Characterising the financial cycle: A multivariate and time-varying approach

Presenter:  Yves Schueler, t b d, Germany

Co-authors: Paul Hiebert, Tuomas Peltonen

A methodology is introduced to characterise financial cycles combining a novel multivariate spectral approach to identifying common cycle fre-
quencies across a set of indicators, and a time varying aggregation emphasising systemic developments. The methodology is applied to 13 European
Union countries as well a synthetic euro area aggregate, based on a quarterly dataset spanning 1970-2013. Results suggest that credit and asset
prices share cyclical similarities, which, captured by a synthetic financial cycle, outperform the credit-to-GDP gap in predicting systemic banking
crises on a horizon of up to three years. Financial cycles tend to be long, particularly in upswing phases and with important dispersion across
country cases. Concordance of financial and business cycles is observed only 2/3 of the time. While a similar degree of concordance for financial
cycles is apparent across countries, heterogeneity is high whereby a cluster of countries tends to exhibit a high synchronisation in their financial
cycle phase.

CO0648: Assessing the cross-country interaction of financial cycles: Evidence from the US and the UK

Presenter:  Christian Proano, Otto-Friedrich-University Bamberg, Germany

Co-authors: Till Strohsal, Juergen Wolters

New evidence is provided for the US and the UK on financial cycles as an international phenomenon and how financial cycles interact. Considering
the properties of the data in both the time and the frequency domains, we find a strong relation between the financial cycles of the US and the UK.
US financial cycles have a significant impact on the UK, but not the other way around. The relation is clearly most pronounced for cycles between
8 and 30 years, which is also the frequency range that explains almost all variation of the data.

CO0964: The role of financial frictions in minor and major business cycles within the DSGE framework

Presenter: Federico Giri, Polytechnic University of Marche, Italy

Co-authors: Marco Gallegati, Antonio Palestrini

Following the evidence on the business cycle features of the US economy, we argue that estimating DSGE models over different subsets of
business cycle frequencies can give insights into the role of financial frictions for the real economy. After separating fluctuations corresponding
lower (4 to 8 years) and higher (2 to 4 years) business cycle frequencies (NBER definition of ‘minor’ and ‘major’ cycles) we run alternative DSGE
models, with and without financial frictions and banks, using US quarterly data from 1992:Q1-2011:Q4. Our findings support the hypothesis that
there are substantial advantages for model estimation over different frequency bands and in particular over subsets of business cycle frequencies
corresponding to ‘major’ and ‘minor’ cycles. Two results are noteworthy: first, we find that a number of parameter estimates vary substantially over
different frequency bands, with the most notable differences pertaining to the estimated coefficients for wage and price rigidity, and those of the
monetary policy rule. Second, when looking at the role of financial frictions over different subsets of frequencies we provide evidence suggesting
that the financial cycle is not a short run phenomenon but it is better described by the frequency bands corresponding to ‘major’ cycles.

CO0745: Quantile vector-autoregressions

Presenter: 'Tomas Krehlik, Charles University in Prague, Czech Republic

Co-authors: Jozef Barunik

Quantile vector autoregressive processes are introduced for modeling rich dependence structures in economic and financial time series. A novel
simulated Whittle-like minimum distance estimator of a general process is devised for estimation of parameters. An overview of construction of
the estimator is provided accompanied by Monte Carlo simulations and theoretical results that underscore its properties. Moreover, we discuss
methodological issues with the estimate, various potential applications of the methodology on both financial data and macroeconomic data that
highlight usefulness of the model for an economist.
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CO0421 Room 106 NETWORK ANALYSIS AND HIGH DIMENSIONAL TIME SERIES MODELS Chair: Christian Brownlees

CO0497: Simultaneous change-point and factor analysis for high-dimensional time series

Presenter: Matteo Barigozzi, London School of Economics, United Kingdom

Co-authors: Haeran Cho, Piotr Fryzlewicz

A method is proposed for simultaneously analysing the factor structure of the data and detecting (possibly) multiple change-points in high-
dimensional time series. Firstly, we introduce a piecewise stationary factor model that enables introducing and, consequently, detecting changes not
only in loadings but also in factors and idiosyncratic component, which has not been explored in the existing literature. Next, it is shown that the
common component estimated with an over-estimated factor number achieves consistency, which motivates our change-point detection methodol-
ogy. Then, we propose to transform the data so that an existing panel data segmentation method is applicable to the problem of detecting multiple
change-points in the factor structure, and consistency of such an approach is established in terms of the total number and locations of estimated
change-points. Empirical performance of the proposed method is investigated on simulated datasets as well as macroeconomic and financial time
series.

CO0705: The impact of network connectivity on factorexposures, asset pricing and portfolio diversication

Presenter: Loriana Pelizzon, Goethe University, Germany

Co-authors: Massimiliano Caporin, Roberto Panzica, Monica Billio

The classic factor-based asset pricing model is extended by including network linkages in linear factor models. We assume that the network linkages
are exogenously provided. This extension of the model allows a better understanding of the causes of systematic risk. More specifically we show
that (i) network exposures act as an inflating factor for systematic exposure to common factors; (ii) the power of diversification is reduced by the
presence of network connections. Moreover, empirically, in the presence of network links a misspecified traditional linear factor model presents
residuals thatare correlated and heteroskedastic. We support our claims with an extensive simulation experiment.

CO1232: Detecting granular time series in large panels

Presenter:  Geert Mesters, Universitat Pompeu Fabra, Spain

Co-authors: Christian Brownlees

In large panels of economic and financial time series there are series that have a pervasive influence over the entire panel. We call such series
“granular”, in the sense that as the cross section dimension increases such series do not become negligible. We introduce methodology for
detecting and testing granular series. We introduce a signaling device that ranks the series in order of granularity. The tests that we develop are
designed to infer which of the series form the granular series. The tests have power against a variety of other popular structures for the covariance
matrix, such as factor, sparse and block structures.The methodology is examined in a large Monte Carlo study as well as for empirical applications
in macroeconomics and finance.

CO0917: Inference in partially identified models with many moment inequalities using lasso

Presenter:  Anders Kock, Aarhus University and CREATES, Denmark

Inference is considered in a partially identified moment (in)equality model with many moment inequalities. We propose a novel two-step inference
procedure that combines previous methods with a first-step moment inequality selection based on the lasso. Our method controls size uniformly,
both in underlying parameter and data distribution. Also, the power of our method compares favorably with that of the corresponding two-step
method in CCK14 for large parts of the parameter space, both in theory and in simulations. Finally, our lasso-based first step is straightforward to
implement.

CO295 Room 109 ECONOMETRICS OF BOND PRICES Chair: Niklas Ahlgren

CO0671: Finnish wood purchasing cartel: Damage estimates on pulpwood based on the VECM approach

Presenter: Leena Kalliovirta, Natural Resources Institute Finland, Finland

Co-authors: Riitta Hanninen

Cartel effects in the highly persistent pulpwood prices in Finland are estimated by employing publicly available monthly data and the vector error
correction approach (VECM). We generalize the before-and-after comparator-based approach into the nonstationary setting and show that the
dummy variable approach yields a reliable estimate of the cartel damage even if the data is nonstationary. Further, the approach allows us to study
the existence of a transition period after the cartel. We estimate a large economic model and its statistically sufficient sub-models to depict the
pulpwood markets and compute the but-for prices implied by these VEC models. While operational the purchasing cartel was able to generate a
price lowering deterministic trend in the pulpwood markets. During the cartel period, the economic model implies that the monthly prices were
decreasing by 0.88% (birch), 0.50% (spruce), and 1.0% (pine) whereas the conservative, statistically adequate sub-models imply slower decreases.
Thus, the damage accumulated along the duration of the cartel and the average but-for prices were between 12% to 52% (birch), 4% to 26%
(spruce), and 18% to 63% (pine) higher than the observed prices.

CO1120: A probabilistic approach to unit root testing in the presence of structural breaks

Presenter:  Johan Lyhagen, Uppsala University, Sweden

Co-authors: Lars Forsberg

The consequences of structural beaks on unit root tests are well known and depend crucially on the assumptions made. This have been the ground
for a new class of unit root tests that are robust against structural change. By motivating the AR process using a probabilistic argument we derive a
unit root test with higher power than previous test in the presence ofstructural breaks. The method is exemplified using Credit Default Swap data.

CO0884: Dynamics of VIX term structure and macroeconomic news arrivals

Presenter:  Juho Kanniainen, Tampere University of Technology, Finland

Co-authors: Ye Yue, Kim Christensen

An approach is provided to incorporate scheduled macroeconomic news arrivals into a time-varying GARCH model to capture the empirical
properties of VIX term structure. The traditional GARCH model is nested in our macro-news characterization, which makes it possible to examine
how much VIX term structure is determined by macroeconomic fundamentals. Our model allows flexible specifications of news impact functional
form and consequently variance term structure curves deduced by our model are more in comparison to the traditional GARCH model. By providing
an empirical analysis with different macroeconomic news, we conclude that the VIX term structure is partially determined by macroeconomic
fundamentals.

CO0667: Pricing of risk in the long run with strong persistence in volatility

Presenter:  Niklas Ahlgren, Hanken School of Economics, Finland

Co-authors: Paul Catani

The credit spread and credit default swap (CDS) price are prices of risk in two markets. If the markets price risk equally in the long run, the prices
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should be equal. The non-arbitrage relation is tested as an equilibrium relation in the cointegrated vector autoregressive (VAR) model. Empirical
studies typically find that the prices are cointegrated for some but not all companies in a sample. Some theoretical reasons for rejecting cointegration
between CDS prices and credit spreads are discussed in the finance literature. However, there are several issues related to the time series properties
of the series. For a sample of ten large companies and daily data from 2009 to 2016, we show that there is strong persistence in the series, strong
persistence in volatility, and the errors are skewed and heavy-tailed. The existence of fourth moments of the errors is not satisfied for some of the
companies. Asymptotic and bootstrap tests become unreliable in the presence of conditional heteroskedasticity. Monte Carlo simulations show that
wild bootstrap tests have size close to the nominal level even when the existence of fourth moments is not satisfied. The power of wild bootstrap
tests is low. Obtaining high power requires time series of more than 1000 observations or more than four years of daily observations.

CO271 Room 112 BIG DATA AND ECONOMETRICS Chair: Matthew Harding

CO0712: Poverty in HD: What can we learn about economic welfare using high resolution satellite imagery

Presenter:  Jonathan Hersh, Boston University, United States

Co-authors: David Newhouse, Ryan Engstrom

Sri Lankan data are used to investigate the ability of features derived from high spatial resolution satellite images to predict spatial variation in
poverty across small areas. Object-based features include the number and density of buildings, shadow area (building height proxy), car counts, the
density of paved and unpaved roads of various widths, the type of farmland, and roof material. Spectral and texture features include a vegetation
index (NDVI), Speeded-Up Robust Features (SURF), Pantex, Fourier and Gabor transformations. These features are matched to predicted poverty
rates, based on estimates of household per capita household consumptions imputed into the 2011 census, for 1,251 Gram Niladhari (GN) Divisions
covering a total area of roughly 3,500 sq. km. High spatial resolution satellite features explain about sixty percent of the variation in the share of
the GN population in the bottom forty percent of the national distribution of predicted per capita consumption. Measures of building density are
particularly strong correlates of poverty. Within satellite scenes, car counts and SURF are strongly correlated with poverty in urban areas, while
the share of roads that are paved and roof type are strong correlates in rural areas. Out-of-sample predictions are less accurate but tend to preserve
rank. These results suggest that features extracted from high spatial resolution imagery hold considerable promise for contributing to small area
poverty estimates.

CO1076: Tensor autoregression in economics and finance

Presenter:  Giuseppe Brandi, LUISS University, Italy

The increase of data dimensionality poses a problem in its analysis. Standard methods try to reduce the multidimensional data in vectors or
matrices and do analysis on this simpler objects. However, this approach has two main drawbacks. The first one in related to the fact that vectorize
a multidimensional dataset destroys the interconnections between dimensions and secondly, it generates an exponentially increase of the parameters
to be estimated. Take a dataset A consisting of three dimensions and that such dimensions are 30,30, 50. The vectorized form of statistical analysis
would need to estimate 30 x 30 x 50 = 45000 parameters. A common way to reduce the problem is to use PCA methods, but as it is known, PCA
factors are then difficult to interpret. A way to overcome this problem is to rely on tensor analysis. Treating the dataset A as a tensor and fitting a
model on it, requires to estimate “just” 30 + 30+ 50 = 110 parameters. We employ a Tensor Autoregression model on multidimensional economic
data trying to show the superiority of such method to the classical VAR.

CO1029: A panel quantile approach to attrition bias in big data: Evidence from a randomized experiment

Presenter: Matthew Harding, University of California, Irvine, United States

Co-authors: Carlos Lamarche

A quantile regression estimator is introduced for panel data models with individual heterogeneity and attrition. The method is motivated by the
fact that attrition bias is often encountered in Big Data problems. For example, many users sign-up for the latest utility program but few remain
active users several months later, making the evaluation of such interventions inherently very challenging. Building on an earlier work, we provide
a simple identification strategy that leads to a two-step estimation procedure. In the first step, the coefficients of interest in the selection equation
are consistently estimated using parametric or nonparametric methods. In the second step, standard panel quantile methods are employed on a
subset of weighted observations. The estimator is computationally easy to implement in Big Data applications with a large number of subjects. We
investigate the conditions under which the parameter estimator is asymptotically Gaussian and we carry out a series of Monte Carlo simulations
to investigate the finite sample properties of the estimator. We explore an application to the evaluation of a recent Time-of-Day electricity pricing
experiment.

CO1548: The predictive power of Google searches in forecasting US unemployment

Presenter:  Juri Marcucci, Bank of Italy, Italy

Co-authors: Francesco D Amuri

The use of an index of Google job-search intensity is suggested as the best leading indicator to predict the monthly US unemployment rate. We
perform a deep out-of-sample forecasting comparison among models thatadopt the Google Index, the more standard initial claims or alterna-
tiveindicators based on consumers’ and employers’ surveys, selecting the best model specification in sample using the BIC. Google-based model
soutperform traditional ones, with their relative performance improving with the forecast horizon. Furthermore, quarterly predictions constructed
using Google-based models provide more accurate forecasts than the Survey of Professional Forecasters, models based on labor force flows or
standard nonlinear models. Google-based models seem to predict particularly well at the turning point taking place at the beginning of the Great
Recession, while their relative predictive ability stabilizes afterwards.

CO729 Room 111 FORECASTING II Chair: Francesco Ravazzolo

CO0734: Modeling networks of currency tick-data as continuous time graphical models

Presenter:  Jonas Hallgren, Royal Institute of Technology KTH, Sweden

Co-authors: Timo Koski

Continuous time Bayesian networks (CTBNs) are graphical representations of the dependence structures between continuous time random pro-
cesses with finite state spaces. We propose a method for learning the structure of the CTBNs using a causality measure based on Kullback-Leibler
divergence. We introduce the causality matrix which can be seen as a generalized version of the covariance matrix. We give a mixed radix repre-
sentation of the process that much facilitates the learning and simulation. A new graphical model for tick-by-tick financial data is proposed and
estimated. The model is inspired by speech recognition applications and computes the state of the process using transformations to frequency
domain. The suggested approach is able to learn the graphical structure of both the tick-data and of a simulated example. Neuroscientists proposed
Integrated Information Theory (IIT) as a way of measuring the amount of consciousness in a system. By the use of information geometry, we relate
the proposed causality measure to Integrated Information Theory. The suggested approach allows us to work with tick-data in an easy way where it
is not necessary to take every tick into account separately. Because of this and the promising results, we consider the CTBN-approach be relevant
for studying tick-by-tick data.
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CO0743: Density forecasts of inflation and interest rates using Bayesian DCS models with dynamic conditional skewness

Presenter: Blazej Mazur, Cracow University of Economics, Poland

The focus is on potential gains in density forecasting performance of univariate macroeconomic series using models that allow for dynamic changes
in conditional asymmetry. The conditional distribution used is flexible as it allows for skewness and shape (tail) asymmetry, being a two-piece
asymmetric generalized . The benchmark model assumes the Dynamic Conditional Score mechanism for updating of conditional location and
scale, with asymmetry/skewness parameters being time-invariant. It is then extended using two alternative parametrizations implying dynamic
conditional skewness. Within the first approach the overall scale parameter is separated from the skewness coefficient, whereas the other one is
based on left-scale and right-scale parameters (with overall scale and skewness coefficients being implicit). Within the two approaches diagonal and
matrix versions of DCS models are compared. The matrix specification allows for dependencies in dynamics of the three features (location, scale
and skewness or location, left-scale and right-scale). The aim is to identify optimal parametrization and to indicate crucial dynamic dependencies.
Within the forecasting experiment, disaggregate US PCE inflation rates and interest rates are analyzed. Density forecasting performance is examined
using CRPS and log-Score criteria, calibration is investigated using PITs; performance of linear pools is also considered.

C00902: Probabilistic forecasting of hierarchical time series data

Presenter: Souhaib Ben Taieb, Monash University, Australia

Co-authors: James Taylor, Rob Hyndman

Time series can often be naturally represented in a hierarchical or grouped structure. For example, a manufacturing company can disaggregate
total demand for their products by country of sale, retail outlet, product type, package size, and so on. As a result, there can be a large number
of individual time series to forecast at the most disaggregated level, plus additional series to forecast at higher levels of aggregation. In order to
allow consistent decisions over different levels of the hierarchy, the forecasts for the disaggregated series are usually required to add up exactly to
the forecasts of the aggregated series, a constraint known as aggregate consistency. Computing mean aggregate consistent forecasts involves fitting
a linear regression model where the design matrix has one column for each of the series at the most disaggregated level. We will discuss some
algorithms to generate probabilistically aggregate consistent forecasts with an application to electricity demand forecasting using smart meter data.

COO0847: Optimal Value-at-Risk reports: Reducing capital requirement with state dependent forecasting

Presenter: Patrick Schmidt, Heidelberg Institute for Theoretical Studies, Goethe University Frankfurt, Germany

The optimal risk reporting strategy for Value-at-Risk forecasts is investigated under the three-zone approach of capital requirement and back-testing
as currently suggested by the Bank for International Settlements. We find that it is optimal to report overly conservative in times of low volatility
and understate risk in times of high volatility. We characterize the class of state-dependent loss functions, which are consistent for the optimal
strategy. In a simulation study, we compare the performance of commonly applied estimation strategies with the optimized estimation - based on
the new class of loss functions - in terms of capital requirement.

CO0321 Room 103 EMPIRICAL MACROECONOMICS Chair: Daniel Kaufmann

CO1138: Large Bayesian VAR forecasting in a national accounting environment

Presenter:  Alexander Rathke, ETH Zurich, KOF Swiss Economic Institute, Switzerland

Co-authors: Samad Sarferaz

Large Bayesian VARs are used, including national accounting identities from the expenditure side and the production side, i.e. the demand and
supply side. Hence, we produce forecasts for GDP that fully rely on the data generating process. We show that by using national accounting
identities, we outperform smaller VARs that only use a final GDP measure, instead of the aggregated one. We further show how to implement
expert based priors on the expenditure and production side using soft and hard conditions. For the expenditure side we use expert based knowledge
and for the production side we use business tendency surveys conducted in different sectors to inform our priors. Given that the forecasting
exercise results in two different forecasts for GDP, we further combine these two estimates using different weighting schemes, which can differ
across different frequencies and horizons. We show that a combination of these two estimates is beneficial. Interestingly, the optimal weight for
the combination of the two GDP measures gives the expenditure side more in the short-run and the production side more weight the medium-term.

COO0773: FAVAR revisited: A sparse dynamic factor approach

Presenter:  Simon Beyeler, University of Bern, Switzerland

Co-authors: Sylvia Kaufmann

Extracting relevant information from many different time series measuring different aspects of an economy and compressing it using factor analysis
is a neat way to handle large amounts of data and to circumvent the curse of dimensionality problem without ignoring possibly important features. To
do so, we combine the FAVAR framework with recently developed estimation and identification procedures for sparse dynamic factor models. Our
estimation procedure allows us to explicitly discriminate between zero and non-zero factor loadings. This provides one solution to the identification
common to all factor models. Further, the identified unobserved factors get a meaningful economic interpretation due to the structure of non-zero
loadings. An additional distinction to traditional factor models is that we work with correlated factor innovations allowing us to implement different
strategies to identify structural shocks used in the literature and to perform traditional structural VAR type analysis. Applying our methodology
to US macroeconomic data (FRED QD) reveals indeed a high degree of sparsity in the data. The proposed identification procedure yields seven
unobserved factors that together account for about 55 percent of the variation in the data. All of them are clearly related to an economic concept.

CO1102: Seasonal adjustment and data inefficiency: Evidence from simulation and real-world data

Presenter: Ronald Indergand, State Secretariat for Economic Affairs, Switzerland

Seasonal adjustment based on moving-average filters is suboptimal from a forecast efficiency perspective. First, subsequent revisions to the data are
comparatively large. Second, initial announcements are of mean-reverting character, that is, large initial growth rates tend to be revised downward.
Both features increase the difficulty of assessing the dynamics of a variable and lead to suboptimal signals for policy makers. It is shown by
simulation that model-based seasonal adjustment reduces the first feature of the data and eliminates the second if the data generating process is
known. This results in more efficient preliminary estimates allowing for a more accurate assessment of the current state of an economic variable.
Using GDP data from nine countries we demonstrate in a real-world setting how seasonal adjustment produces mean-reverting preliminary GDP
releases. Overall, seasonal adjustment may account for the bulk of the results regarding mean-reverting data revisions that have been found by
numerous studies.

CO00233: On the cost of deflation: Evidence from noisy historical data

Presenter: Daniel Kaufmann, ETH Zurich, Switzerland

The aim is to show that methodological deficiencies of 19th century retrospective CPI estimates spuriously increase the volatility of inflation as
well as the number of deflationary episodes, and they lower inflation persistence. Against this backdrop, the link between real activity and deflation
is revisited for the US from 1834 to 1945. First, an improved measure of inflation is estimated based on a factor model. Second, the results
are confirmed by an IV-regression approach that uses an independent noisy proxy to instrument the error-ridden retrospective CPI. A significant
association emerges between lower real activity and deflation, which is not limited to the Great Depression.
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CP001 Room Hall POSTER SESSION Chair: Stella Hadjiantoni

CP1405: Simultaneous event multivariate point process models with application to causality analysis of financial markets

Presenter: Daisuke Kurisu, University of Tokyo, Japan

Co-authors: Naoto Kunitomo

In economic financial time series, big events are sometimes observed which are relatively rare, but often have significant influences, not only on
a financial market, but also on several different markets and macro economics. By using simultaneous event Hawkes type models, which allows
co-jumps, we analyze the causal effects of big events in the sense of the Granger-non- causality. In our data analysis, we investigate the causality
among the financial markets of Tokyo, New York, London and other markets. We have found several important findings among financial markets.

CP1519: Dynamic bayesian models for panel data with dynamic skewness

Presenter: Hasan Uri, The University of Sheffield, United Kingdom

Time series models often rely on symmetry of the innovation process to carry out estimation. There are several alternatives in the literature extending
some of the most commonly used models to include skewness. I propose a further extension, allowing for the skewness in the innovations to vary
with time. This can be useful in, for instance, defining new measures of convergence in economics and finance. I use the reciprocal skewing
mechanism and propose an autoregressive gamma process to model the path of skewness. This is embedded in an linear AR(1) model for panel
data from a Bayesian perspective, so I provide a hierarchical prior structure suitable for most applications envisaged and discuss sensitivity to prior
parameters. The methodology is illustrated using data on EU economic growth.

CP1599: Model selection tests in the Markov switching models

Presenter:  Anna Czapkiewicz, AGH University of Science and Technology, Poland

Co-authors: Antoni Leon Dawidowicz

Markov switching models are discussed in two cases: models with constant transition matrix and models with time-varying probabilities in the
transition matrix. We can not use the classical tests to compare these models since some regular conditions are not fulfilled. We propose approaches
of comparing discussed models in two cases. Firstly, we compare models with different number of regimes. Secondly, we compare a model with
a constant transition matrix and a model with time-varying transition matrix. For testing purposes we study asymptotic properties of maximum
likelihood estimators.

CP1588: Common cycles in risk

Presenter: Lucie Kraicova, Charles University, Faculty of Social Sciences, Czech Republic

Co-authors: Jozef Barunik

The relationship is studied between conditional quantiles of returns and the long-, medium- and short-term volatility in a portfolio of financial
assets. We argue that the combination of quantile panel regression and wavelet decomposition of the volatility time series provides us with new
insights into the pricing of risk and increases the accuracy of our estimates of return quantiles. Our results contribute to the literature on the
risk-return relationship with an emphasis on portfolio management under various investment horizons. Moreover, the analytical framework that we
introduce should be applicable to a wide range of problems outside of our research area.

CC1516: Consistent estimation for true fixed effects stochastic frontier models

Presenter: Luca Grassetti, University of Udine, Italy

Co-authors: Ruggero Bellio

Inference is considered for true fixed effects stochastic frontier models, which are employed in panel data settings to separate time-invariant
heterogeneity from efficiency. Such models have a noteworthy theoretical appeal, yet the estimation of their structural parameters is hindered by
the incidental parameter problem, which may be severe for settings with a large number of short panels. We propose an estimation approach that
exploits the equivariance property of maximum likelihood estimation to obtain a simple marginal maximum likelihood estimator of the structural
parameters. This results in root-n consistent estimation, and it can be applied to a wide array of distributional specifications without the need for
simulation techniques. Another important feature of the proposal is its computational simplicity, and we illustrate the use of the TMB R package
for automatic differentiation to obtain a scalable and efficient implementation.

CC1485: Spatial variability of the relationship between carbon dioxide and temperature

Presenter:  Umberto Triacca, University of L Aquila, Italy

Co-authors: Francesca Di Iorio

Several recent studies have established that there is a clear relationship between the amount of carbon dioxide (CO2) in the atmosphere and global
temperature. We propose a new statistical approach to analyze the spatial variability of this relationship based on a distance measure between pairs
of vector autoregressive (VAR) models. In particular, we estimate a bivariate VAR model (in the variables CO2 and temperature) for eight latitude
bands and we compute the proposed distance between any pair of models obtaining a matrix of distances. Our analysis by multidimensional scaling
of this matrix shows that, despite CO2 being a globally well-mixed gas, the ‘fingerprints’ of CO2 forcing are regionally very different. In the
latitude belts surrounding the equator (0 - 24S and 0 - 24N) the estimated VAR models are very close. Another cluster is given by the VAR models
concerning the lower mid-latitudes of both hemispheres (24S - 44S and 24N -44N) and the 44S - 64S latitude belt. However, the main result of our
analysis is that the VAR models for the polar regions seem to be ‘isolated points’. In particular, it is interesting to underline that the largest distance
is that between the VAR models for Arctic and Antarctic. There is a clear different response of the Arctic and Antarctic to anthropogenic forcing.
Also the phenomenon referred to as Arctic warming amplification seems to be confirmed by our analysis.

CP1754: Robust monetary policy in a linear model of the Polish economy

Presenter: Mariusz Gorajski, University of Lodz, Poland

In the majority of central banks the short-term rate paths are smooth and only gradual changes can be observed. Optimal monetary policy models
in the linear-quadratic framework produce high variability of interest rates, and are hence inconsistent with the data. One can obtain gradual
behaviour of optimal monetary policy by adding an interest rate smoothing term to the central bank objective. This heuristic procedure has not
much substantiation in the central bank’s targets and raises the question: What are the rational reasons for the gradual movements in the monetary
policy instrument? In this paper we determine optimal monetary policies in a VAR model of the Polish economy with parameter uncertainty. We
prove that there exists a structure of the multiplicative uncertainty in the optimal linear-quadratic model that explains the central bank’s behaviour.
Thus proving that parameter uncertainty can be the rationale for ‘timid’ movements in the short-interest rate dynamics. Finally, we show that there
is trade of between parameter uncertainty and the interest rate smoothing incentive.

CP1768: The market price of skewness and limits to arbitrage
Presenter: Paola Pederzoli, University of Geneva Swiss Finance Institute, Switzerland

A new measure of skewness is provided which estimates the third moment of asset returns while being independent from the first, second and
fourth moment. A numerical study assesses the precision of the methodology. Our skewness measure can be traded directly on American options
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in a form of skewness swap, in which the investor exchanges the risk neutral skewness of the asset (Q skewness) with the realised skewness (P
skewness). We implement the skewness swaps on all the constituents of the SP100 separately and we find that there is a positive and significant
skewness risk premium in the single stock equity market, in particular after the 2007-2009 financial crisis. We find a strong dependence between
the Q skewness and the ratio between the trading volumes of the out-of-the-money calls and out-of-the-money puts. We find that market makers
increase the prices of the most traded category of options because they are exposed to more risks and costs in that category, in accordance to a limit
to arbitrage hypothesis.

EI675 Room Graduation hal MULTIVARIATE EXTREMES AND APPLICATIONS Chair: Armelle Guillou

EI0433: D-norms and the max-characteristic function: Offsprings of multivariate extreme value theory

Presenter: Michael Falk, University of Wuerzburg, Germany

Co-authors: Gilles Stupfler

Multivariate extreme value theory (MEVT) is the proper toolbox for analyzing several extremal events simulaneously. Its practical relevance in
particular for risk assessment is, consequently, obvious. But on the other hand MEVT is by no means easy to access, a fil rouge is not visible.
Writing the ‘angular measure’ in MEVT in terms of a random vector, however, provides the missing fil rouge: Every resultin MEVT, every relevant
probability distribution, be it a max-stable one or a generalized Pareto distribution, every relevant copula, every tail dependence coefficient etc.
can be formulated using a particular kind of norm on multivariate Euclidean space, called D-norm. Max-characteristic functions (max-CFs) are
introduced as an offspring of D-norms. A max-CF characterizes the distribution of a random vector in R?, whose components are nonnegative and
have finite expectation. Pointwise convergence of max-CFs is shown to be equivalent with convergence with respect to the Wasserstein metric. The
space of max-CFs is not closed in the sense of pointwise convergence. An inversion formula for max-CFs is established.

EI0508: Conditional extreme value models: Fallacies and pitfalls

Presenter: Holger Drees, University of Hamburg, Germany

Co-authors: Anja Janssen

Classical multivariate extreme value theory deals with the behavior of random vectors when at least one component is large. Sometimes, however,
one is interested in the behavior of the vector when not an arbitrary, but a pre-specified component is large. To this end, the so-called conditional
extreme value (CEV) models were introduced and their relation to classical multivariate extreme value models was discussed. We first recall
concepts of marginal standardization in CEV models from the literature. We will illustrate by counterexamples that the standardization of the
not necessarily extreme components is not well adapted to the particular features of the CEV models. From the above interpretation, it seems
plausible that (under mild extra conditions ruling out degenerate cases) the classical multivariate extreme value model for a random vector implies
that the assumptions of all CEV models which suppose that one specific component is large are fulfilled, and vice versa. Unfortunately, the precise
relationship between the CEV models and the classical multivariate extreme value model turns out to be much more intricate than intuition suggests.
In particular, we give counterexamples to several claims about this relation which can be found in the literature. Time permitting, we finally discuss
alternative modeling approaches which avoid some of the drawbacks of CEV models, but exhibit other shortcomings.

EI1119: Empirical likelihood based testing for multivariate regular variation

Presenter:  John Einmahl, Tilburg University, Netherlands

Co-authors: Andrea Krajina

Multivariate regular variation is an important property of a multivariate probability distribution that can be very useful in extreme value statistics.
Therefore it is desirable to check this property based on a multivariate random sample. We construct a hypothesis test for multivariate regular
variation based on localized empirical likelihood and establish its limiting null distribution. We also investigate the finite sample performance of
the test using simulated and real data.

EO151 Room 208 COMPUTATIONAL TOOLS FOR THE ANALYSIS OF UNCONVENTIONAL DATASETS Chair: Jochen Luedering

ECO0173: Monetary policy on Twitter and its effect on asset prices: Evidence from computational text analysis

Presenter:  Peter Tillmann, Justus-Liebig University Giessen, Germany

Co-authors: Jochen Luedering

The public debate about the future course of monetary policy is dissected and the effects of selected topics of this discourse on U.S. asset prices are
traced. We focus on the “taper tantrum” episode in 2013, a period with large revisions in expectations about Fed policy. Based on a novel data set
of 90,000 Twitter messages (“tweets”) covering the entire debate of Fed tapering on Twitter we use Latent Dirichlet Allocation, a computational
text analysis tool to quantify the content of the discussion. Several estimated topic frequencies are then included in a VAR model to estimate the
effects of topic shocks on asset prices. We find that the discussion about Fed policy on social media contains price-relevant information. Shocks to
shares of “tantrum”-, “QE”- and “data”-related topics are shown to lead to significant asset price changes. We also show that the effects are mostly
due to changes in the term premium of yields consistent with the portfolio balance channel of unconventional monetary policy.

EOO0174: Forward or backward looking: The economic discourse and the observed reality

Presenter:  Jochen Luedering, University of Giessen, Germany

Co-authors: Peter Winker

The question whether the academic research is anticipating economic shake-ups or merely reflecting the past is considered. Exploiting the corpus
of articles published in the Journal of Economics and Statistics for the years 1949 to 2010, this pilot study proposes a quantitative framework for
addressing these questions. The framework comprises two steps. First, methods from computational linguistics are used to identify relevant topics
and their relative importance over time. In particular, Latent Dirichlet Analysis is applied to the corpus after some preparatory work. Second, for
some of the topics which are closely related to specific economic indicators, the developments of topic weights and indicator values are confronted
in dynamic regression and VAR models. The results indicate that for some topics of interest, the discourse in the journal leads developments in the
real economy, while for other topics it is the other way around.

EO0391: Words are the new numbers: A newsy coincident index of business cycles

Presenter:  Leif Anders Thorsrud, Norwegian Business School BI, Norway

A daily business cycle index based on quarterly GDP and textual information contained in a daily business newspaper is constructed. The newspaper
data is decomposed into time series representing newspaper topics using a Latent Dirichlet Allocation model. The business cycle index is estimated
using the newspaper topics and a time-varying Dynamic Factor Model where dynamic sparsity is enforced upon the factor loadings using a latent
threshold mechanism. We show that both contributions, the usage of newspaper data and the latent threshold mechanism, contribute towards the
qualities of the derived index: It is more timely and accurate than commonly used alternative business cycle indicators and indexes, and, it provides
the index user with broad based high frequent information about the type of news that drive or reflect economic fluctuations.
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EC1439: Sparse dimension reduction of multiple data on same observations

Presenter: Nickolay Trendafilov, Open University, United Kingdom

Co-authors: Purificacion Galindo

It has become common to perform multiple analyzes on the same set of observations, e.g. patients. This requires analyzing simultaneously several
data sets each involve different variables measured on same set of observations. Such type of data is a special case three-way data array also called
tensor data. However the third mode does not really play ant role. We review the available methods for analysis of such data, and show that they are
either to simplistic or too complicated for analysis of large data. We propose some ways for improvement and possibly new methods for analysing
multiple data matrices measured on same objects.

EO179 Room 214 HIGHER MOMENTS IN MULTIVARIATE ANALYSIS Chair: Nicola Loperfido

EOO0180: Third cumulant for multivariate aggregate claim models

Presenter:  Krzysztof Podgorski, Lund University, Sweden

Co-authors: Nicola Loperfido, Stepan Mazur

The third moment cumulant for the aggregated multivariate claims is considered. A formula is presented for the general case when the aggregating
variable is independent of the multivariate claims. It is discussed how this result can be used to obtain a formula for the third cumulant for a classical
model of multivariate claims. Two important special cases are considered. In the first one, multivariate skewed normal claims are considered and
aggregated by a Poisson variable. The second case is dealing with multivariate asymmetric generalized Laplace and aggregation is made by a
negative binomial variable. Due to the invariance property the latter case can be derived directly leading to the identity involving the cumulant of
the claims and the aggregated claims. There is a well established relation between asymmetric Laplace motion and negative binomial process that
corresponds to the invariance principle of the aggregating claims for the generalized asymmetric Laplace distribution. We explore this relation and
provide multivariate continuous time version of the results.

EOO0191: Tail behavior and dependence structure in the APARCH model

Presenter: Farrukh Javed, Orebro University, Sweden

Co-authors: Krzysztof Podgorski

The APARCH model attempts to capture asymmetric responses of volatility to positive and negative news shocks the phenomenon known as the
leverage effect. Despite its potential, the model’s properties have not yet been fully investigated. While the capacity to account for the leverage
is clear from the defining structure, little is known how the effect is quantified in terms of the models parameters. The same applies to the
quantification of heavy-tailedness and dependence. To fill this void, we study the model in further detail. We study conditions of its existence in
different metrics and obtain explicit characteristics: skewness, kurtosis, correlations and leverage. Utilizing these results, we analyze the roles of
the parameters and discuss statistical inference. We also propose an extension of the model. Through theoretical results we demonstrate that the
model can produce heavy-tailed data. We illustrate these properties using S&P500 data and country indices for dominant European economies.

EO0255: Optimal tests for elliptical symmetry against skew-elliptical alternatives

Presenter:  Christophe Ley, University of Ghent, Belgium

Co-authors: Marc Hallin, Laetitia Gelbgras

The majority of statistical procedures involving multivariate data assumes elliptical symmetry of the data at hand. This assumption, however, is
often violated, especially in finance. A very popular alternative are the skew-elliptical distributions, obtained by multiplying elliptically symmetric
densities with a skewing function. We shall show how to build tests for elliptical symmetry that are designed to be optimal against skew-elliptical
distributions. Starting from optimal parametric tests (in the spirit of score tests), we shall render them semi-parametric and hence valid in the entire
class of elliptical distributions, yet they shall inherit optimality properties from their parametric antecedents. One particular aspect of our tests is
that they will not require the typical constraint of finite high-order moment assumptions. This is particularly useful when dealing with financial
data, which are often heavy-tailed. We shall illustrate the benefits of these new tests by analyzing data from major stock markets.

EO0335: MultiSkew: An R package for skewness-based data analysis

Presenter:  Cinzia Franceschini, Chieti-Pescara University, Italy

Co-authors: Nicola Loperfido

Multivariate skewness plays an important role in several areas of multivariate analysis: normality testing, projection pursuit, independent component
analysis, model-based clustering, portfolio optimization and density approximation. MultiSkew is an R package purported to describe, testing and
visualize multivariate skewness. In particular, it incorporates state-of-the-art algorithms for computing linear projections which either maximize or
minimize absolute skewness. The former are useful to detect data structures, the latter in removing them.

EO559 Room Board meeting room II LIFETIME MODELING AND ESTIMATION Chair: Maria Luz Gamiz

EOO0187: Testing model effect on projected mortality indicators

Presenter:  Ana Debon, Universitat Politecnica de Valencia, Spain

Co-authors: Steven Haberman, Francisco Montes, Edoardo Otranto

The parametric model introduced by Lee and Carter in 1992 for modelling mortality rates in the USA was a seminal development in the forecasting
of life expectancies, and has been widely used since then. Different versions and extensions of this model, using different hypotheses about the
data, constraints on the parameters and fitting methods have led to improvements in the model’s fit to historical data and ability to forecast the
future. The main objective is to evaluate if differences between three extensions of the Lee-Carter model are reflected in the forecasts of different
mortality indicators. Considering three different extensions of the Lee-Carter model, forecasts of three different mortality indicators (period life
expectancy, modal age of death and the Gini index of the life table) are obtained. The parameter error in these forecasts is allowed for using
the block-bootstrap technique. Furthermore, the projected mortality indicators are compared using ANOVA tests based on functional data.These
techniques are applied to Spanish mortality data. We find that there are significant differences between the models in the projection of all the
mortality indicators considered. Hence, we find model effect on mortality tendency and dispersion.

EO0306: Degradation and maintenance modeling using the inverse Gaussian process

Presenter:  Bo Henry Lindqvist, Norwegian University of Science and Technology, Norway

Co-authors: Odd Eirik Farestveit

Models for degradation and maintenance of items based on first passage times of stochastic processes have proven useful in diverse applications
such as production machines or pipelines. We consider items that are inspected and maintained at sequentially determined random times, with
degradation modeled by increasing stochastic processes. The inverse Gaussian process is considered as a concrete example. Two threshold levels
will be considered for the deterioration process, a lower one corresponding to a degraded state, for which a preventive maintenance action may be
performed, and a higher one corresponding to the failure state at which the item is replaced. A simulation based algorithm is developed to calculate
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long-run expected costs with an aim to arrive at optimal inspection and maintenance procedures. An interesting part of the algorithm involves
bridge sampling from the degradation process.

EOO0513: Residual plots for the modelling of covariates in accelerated failure time models

Presenter:  Jan Terje Kvaloy, University of Stavanger, Norway

Co-authors: Bo Henry Lindqvist, Stein Aaserud

In parametric accelerated failure time regression models one issue of concern is proper modelling of the functional form of the covariates. We will
discuss residual plots to reveal and check the functional form of the covariates in such models. Two approaches for handling censoring will be
discussed; adjusting censored residuals by adding a residual time, and using nonparametric exponential regression on unadjusted censored residuals.
It will in particular be demonstrated how residuals can be used to infer the correct functional form for misspecified covariates. Applications to real
and simulated data will be shown.

EO0848: Best one-sided cross-validation for hazards

Presenter: Maria Luz Gamiz, University of Granada, Spain

Co-authors: Lola Martinez-Miranda, Jens Perch Nielsen

A practical implementation is presented for local linear hazard estimation adding a multiplicative bias correction. It includes asymptotic theory
for standard bandwidth selection methods. Although double one-sided cross-validation (do-validation) is recommended when implementing local
linear hazards, when looking through details of numerical examples, it turns out that often one of the two one-sided validation approaches does not
do well. This seems to be related to situations where exposure is highly varying, for example around boundaries. While do-validation seems to be
“the lucky one” doing well in most cases, it still leaves a somewhat unrobust impression to add aggregate a well-working one-sided cross-validation
with its failing opposite to end up well by something looking like a coincidence. These insights turn out to be more important when introducing
bias correction leading us to the new principle of best one-sided cross-validation (bo-validation) where we propose using a simple measure at every
single point to determine to go right or to go left when validating. Bo-validation does as well as do-validation in almost all cases and it is particular
powerful when bias correcting, where it is better than do-validation in all the finite-sample cases considered.

EO123 Room 213 NON- AND SEMIPARAMETRIC INFERENCE FOR COMPLEX TIME TO EVENT DATA Chair: Markus Pauly

EO0197: Two-stage modelling of additive Gamma frailty models for survival data, case-control and ascertainment

Presenter: 'Thomas Scheike, University of Copenhagen, Denmark

A simple modification of the addtive gamma frailty model is presented that has several computational advantages and can be used for even very
large data. The motivation for these developments are to study gene-environement effects, or more generally familial aggregation. Such data is often
sampled in different ways and we therefore also discuss howto deal with case-control sampling in the context of survival data. In addition we show
how to deal with data that is “ascertained” due the identification of all cases (or a random sample of these). It is crucial to distinguish ascertainment
from case-control sampling. We believe that data is often ascertained rather than case-control data when obtained due to the recruitment of cases
at a particular clinic. We also here suggest combining ascertainment of the cases with a random sample of controls or the the cohort that in this
setting improve the performance considerably. We point out that ascertainment is particular easy to deal with when based on a pairwise composite
likelihood approach where only pairs are ascertained rather than families.

EO0224: Nonparametric estimation of state occupation and transition probabilities in non-Markov multistate models

Presenter:  Jan Beyersmann, Ulm University Institute of Statistics, Germany

Co-authors: Arthur Allignol, Carina Mueller

The Aalen-Johansen estimator generalizes the Kaplan-Meier estimator for independently left-truncated and right-censored survival data to esti-
mating the transition probability matrix of a time-inhomogeneous Markov model with finite state space. The Markov assumption enables use of
martingale methods to investigate properties of the Aalen-Johansen estimator. It has been noted that the Aalen-Johansen estimator, standardized by
a consistent estimator of the initial distribution of the multi-state model, consistently estimates the state occupation probabilities of a non-Markov
model if censoring is entirely random. We extend this result to random left-truncation, improve on martingale arguments used to establish these
results and discuss how transition probabilities may subsequently be estimated.

EO0420: Inference for the concordance index for possibly right-censored and tied data

Presenter: Dennis Dobler, University of Ulm, Germany

Co-authors: Markus Pauly

In a two-sample survival setting with independent survival variables 77 and 7> and independent right-censoring, the concordance index p = P(T} >
h)+ %P(Tl = T») is an intuitive measure for discriminating two survival distributions. Comparing two treatments, the case p > 1/2 suggests the
superiority of the first. Nonparametric maximum likelihood estimators based on normalized Kaplan-Meier estimators naturally handle tied data,
which are omnipresent in practical applications. Studentizations allow for asymptotically accurate inference for p. For small samples, however,
coverage probabilities of confidence intervals are considerably enhanced by means of bootstrap and permutation techniques. The latter even yields
finitely exact procedures in the situation of exchangeable data. Simulation results support all theoretic properties under various censoring and
distribution set-ups.

EO0546: Regression models for the restricted residual mean life

Presenter:  Giuliana Cortese, University of Padua, Italy

Co-authors: Stine Holmboe, Thomas Scheike

Hazard functions are typically studied via Cox’s regression survival models. The resulting hazard ratios are difficult to interpret and hard to be
translated into clinical benefits in terms of increased survival time. The objective is often to study survival functions over a time period. Therefore,
there is increasing interest in summary measures based on the survival function, which are easier to interpret than the hazard ratio. For the survival
time T, we consider the residual mean time E(7 —¢|T > t), which has recently received increasing interest. This quantity represents a partial area
under the survival function and is interpreted as the residual life expectancy of individuals who had survived up to a certain time ¢. However, due
to the presence of right censoring, the tail of the survival distribution is often difficult to be correctly estimated. As a solution, we propose to study
the restricted residual mean time E(min(T,t) —t|T > t), for any T > 0. We present regression models for this new measure, based on weighted
estimating equations and the inverse probability of censoring weighted estimator to model potential right censoring. We also show how to extend
the models to deal with delayed entries. Estimation performance is investigated by simulation studies. Using real data about the Danish Monitoring
Cardiovascular Risk Factor Survey, we illustrate an application of these regression models when the link function is identity or exponential.
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EO511 Room 207 RECENT DEVELOPMENTS ON STATISTICAL MACHINE LEARNING Chair: Yuying Xie

EO0212: A computationally and theoretically efficient framework for sparse additive modeling

Presenter: Noah Simon, UW Biostatistics, United States

Our ability to collect data has exploded over recent years. Across science and business, we now collect thousands of measurements on each person.
It is often of interest to use these measurements to predict some response (eg. likelihood of getting a disease, or probability of clicking a link).
Prediction methods must balance 3 objectives: predictive performance, computational tractability, and, in many applications, interpretability. We
will discuss a broad class of models which balance these objectives: Sparse additive models induced by combining a structural semi-norm and
sparsity penalty. These are more flexible than the standard linear penalized model, but maintain its interpretability and computational tractability.
‘We will show when these penalties can and cannot be combined to induce the desired structure and sparsity. We will give an efficient algorithm for
fitting a wide class of these models. And we will give asymptotic upper and lower bounds for prediction accuracy (under a functional incoherence
assumption). Time permitting we will also brush on calculating p-values for "significance of features" in these models. With not-too-restrictive
assumptions, rates of convergence give us hope that an approach involving targeted maximum likelihood (or a one step correction) could be
successful.

EO0349: Joint estimation of multiple dependent Gaussian graphical models with applications to mouse genomics

Presenter:  Yuying Xie, Michigan State University, United States

Gaussian graphical models are widely used to represent conditional dependence among random variables. Thus, we propose a novel estimator for
data arising from a group of Gaussian graphical models that are themselves dependent. A motivating example is that of modeling gene expression
collected on multiple tissues from the same individual: here the multivariate outcome is affected by dependencies acting not only at the level of the
specific tissues, but also at the level of the whole body; existing methods that assume independence among graphs are not applicable in this case.
To estimate multiple dependent graphs, we decompose the problem into two graphical layers: the systemic layer, which affects all outcomes and
thereby induces cross-graph dependence, and the category-specific layer, which represents graph-specific variation. We propose a graphical EM
technique that estimates both layers jointly, establish estimation consistency and selection sparsistency of the proposed estimator, and confirm by
simulation that the EM method is superior to a simple one-step method. We apply our technique to mouse genomics data and obtain biologically
plausible results.

EO0403: Sufficient dimension reduction via principal L, support vector machine

Presenter: Yuexiao Dong, Temple University, United States

Principal L, support vector machines are introduced as a unified framework for linear and nonlinear sufficient dimension reduction. By noticing
that the solution of L support vector machine may not be unique, we set g > 1 to ensure the uniqueness of the solution. The asymptotic distribution
of the proposed estimators are derived for g > 1. We demonstrate through numerical studies that the proposed L, support vector machine estimators
improve existing methods in accuracy, and are less sensitive to the tuning parameter selection.

EO0449: Penalized principal logistic regression for sparse sufficient dimension reduction

Presenter: Seung Jun Shin, Korea University, Korea, South

Co-authors: Andreas Artemiou

The sufficient dimension reduction (SDR) is a successive tool for reducing the dimensionality of predictors by finding the central subspace, a
minimal subspace of predictors that preserves all the regression information. When the predictor dimension is large, it is often assumed that
only a small number of predictors is informative. In this regard, the sparse SDR is desired to achieve variable selection and dimension reduction
simultaneously. We propose a principal logistic regression (PLR) as a new SDR tool and extend it to a penalized version for the sparse SDR.
Asymptotic analysis shows that the penalized PLR enjoys the oracle property. Numerical investigation supports the advantageous performance of
the proposed method compared to the existing methods.

EO247 Room 217 RECENT ADVANCES ON ANALYSIS OF HIGH-DIMENSIONAL DATA Chair: Xin Zhang

EO00226: Parsimonious tensor response regression with applications to neuroimaging analysis

Presenter:  Xin Zhang, Florida State University, United States

Aiming at abundant scientific and engineering data with not only high dimensionality but also complex structure, we study a regression problem
with a multidimensional array (tensor) response and a vector predictor. Applications include, among others, comparing tensor images across
groups after adjusting for additional covariates, which is of central interest in neuroimaging analysis. We propose a parsimonious tensor response
regression adopting a generalized sparsity principle. It models all voxels of the tensor response jointly, while accounting for the inherent structural
information among the voxels. It effectively reduces the number of free parameters, leading to feasible computation and improved interpretation.
We achieve model estimation through a nascent technique called the envelope method, which identifies the immaterial information and focuses the
estimation based upon the material information in the tensor response. We demonstrate that the resulting estimator is asymptotically efficient, and
it enjoys a competitive finite sample performance. We also illustrate the new method on two real neuroimaging studies.

EO1217: Valid inference on semiparametric estimators with regressors generated by high dimensional regularization

Presenter: Shaojun Guo, Institute of Statistics and Big Data, China

Co-authors: Xinghao Qiao

In many situations, estimation on the parameter of interest often involves covariates, which are not directly observable, but could be estimated
from data in the first step. These so-called generated covariates appear in numerous applications, including two-stage nonparametric regression
and censored regression models. We focus on the problem where covariates are generated through high dimensional regularization. It turns out
that the regularization step has a very serious effect for valid inference on parameters of interest. Our primary interest is to develop a novel
regularized approach to generate covariates. The proposed estimator can be shown to be asymptotically normal. To illustrate, we provide several
examples to demonstrate the superiority of the proposed approach. This approach is also applicable to linear or nonlinear functionals in other sparse
nonparametric high dimensional regression models such as additive or varying coefficient models.

EO1361: Testing the presence of significant covariates through conditional marginal regression

Presenter: Emre Barut, George Washington University, United States

Co-authors: Huixia Judy Wang, Yanlin Tang

In many statistical applications, researchers may have a priori information on relative importance of the predictors; this information is then used to
screen out a majority of the covariates. In these approaches, an important question is whether any of the discarded covariates have predictive powers
when the “most relevant” predictors are included in the model. We consider the problem of testing whether none of the discarded covariates is
significant conditional on some pre-chosen covariates. We propose a test statistic and show that the proposed statistic has a non-standard asymptotic
distribution that can be estimated through bootstrap, giving rise to the conditional adaptive resampling test. We prove the consistency of the test
procedure under very general assumptions. Moreover, we illustrate how the suggested test can be used as a stopping rule in forward regression. We
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show, through simulation, that the proposed test provides adequate control of family-wise error rate with competitive power; although the asymptotic
theory used to calibrate the test assumes a fixed dimension, the test is very efficient even in high-dimensional cases. In further simulation studies,
we establish the advantage of the proposed forward regression when covariates are heavily correlated. Finally we demonstrate the effectiveness of
the proposed approach through an analysis of an eQTL dataset.

EC1688: A feature-splitting distributed algorithm for generalized linear models under generalized and group lasso penalties

Presenter:  Seyoon Ko, Seoul National University, Korea, South

Co-authors: Donghyeon Yu, Joong-Ho Won

Penalized regression problems with a modest sample size and a large number of variables arise frequently in various applications such as bioin-
formatics and neuroscience. In this kind of settings, solving the regression problem in a distributed fashion such that each compute node handles
a subset of variables is an effective way to handle large-size data. The focus is the generalized linear models with generalized lasso or possibly
overlapping group lasso penalties. While for the vanilla lasso and non-overlapping group lasso a feature-splitting distributed algorithm can be
easily devised via popular ADMM approaches, for the generalized lasso (including the fused lasso) and the overlapping group lasso, dependen-
cies between the split variables make such a development difficult. A fixed-point iteration algorithm suitable for the assumed distributed setting
is proposed. This algorithm does not require matrix inversion. The algorithm is implemented in Apache Spark, which supports fast iterative
MapReduce distributed computation. Scalability of the algorithm is demonstrated with neuroscience data, in which logistic regression with the
three-dimensional fused lasso penalty is applied to a brain imaging dataset with more than 210,000 variables and less than 900 subjects.

EO0225 Room 203 INFERENCE FOR FUNCTIONAL DATA, WITH LIFE SCIENCES APPLICATIONS Chair: Laura Sangalli

EO00247: Modeling heterogeneity in motor learning using heteroskedastic functional principal components

Presenter:  Jeff Goldsmith, Columbia University, United States

Co-authors: Daniel Backenroth, Jeff Goldsmith, Michelle Harran, Juan Cortes, John Krakauer, Tomoko Kitago

A novel method is proposed for estimating population-level and subject-specific effects of covariates on the variability of functional data. We
extend the functional principal components analysis framework by modeling the variance of principal component scores as a function of covariates
and subject-specific random effects. In a setting where principal components are largely invariant across subjects and covariate values, modeling
the variance of these scores provides a flexible and interpretable way to explore factors that affect the variability of functional data. The motivation
arises from a novel dataset concerning an experiment assessing upper extremity motor control, and quantifies the reduction in motion variance
associated with skill learning.

EO0440: Detecting synchronisation in EEG- and EMG-signals via boosted functional historical models

Presenter: David Ruegamer, LMU Munich, Germany

Co-authors: Sarah Brockhaus, Kornelia Gentsch, Klaus Scherer, Sonja Greven

In the field of cognitive affective neuroscience, synchronisation analysis of time series data have become very important. With the aim to better
understand the link between different psychophysiological measures such as electroencephalography (EEG) and facial electromyography (EMG),
our motivating study recorded brain activity (EEG) as well as facial muscle activity (EMG) of 24 participants who were playing a gambling task.
The resulting data set yields study setting- and subject-specific time series for each of the two recorded signals, for the analysis of which statistical
methods with efficient computational implementation are required. We apply function-on-function regression models to the given time series and
estimate the underlying relationship by a component-wise gradient boosting algorithm. Previous attempts to investigate the synchronisation of EEG
and EMG signals are, for example, based on coherence or time series analysis, which in many aspects do not provide the flexibility of function-
on-function regression approaches. To model the theoretically assumed relationship of both signals in this application, we extend the regression
approach from simple historical models to models including random, factor-specific as well as factor-specific random historical effects.

EOO0575: Analysis of data from experiments in human movement science

Presenter: Kevin Hayes, University of Limerick, Ireland

The analysis of high-dimensional high-throughput data collected is considered from experimental investigations examining human movement. In
the main we focus on elite standard athletes. Recent advances in technology have opened up opportunities for the simultaneous measurement
of muscle activations, force generation and movement patterns. Hitherto, these outcomes have been studied separately, and limitations in sensor
technologies have curtailed the ability to measure deep muscle activation. The available data from these studies are any combination of (a) kinematic
parameters obtained from either 3D video capture and digitising, or wearable triaxial accelerometers; (b) muscle activity as measures by wearable
EMG sensors; (c) high-precision force plate recordings. All these data types lend themselves amiable to statistical modelling using functional
data analysis (FDA). The FDA methodologies required for modelling these data types are discussed. The ultimate aim is to better understand how
muscle function impacts on biomechanics response and force generated. Also off particular concern is the assessment of coordination between
various biomechanical activities.

EO0928: Partial differential interval-wise testing for the functional data analysis of tongue profiles

Presenter:  Alessia Pini, Politecnico di Milano, Italy

Co-authors: Lorenzo Spreafico, Simone Vantini, Alessandro Vietti

The spatiotemporal functional data analysis of a data set of tongue profiles is presented. We test differences in articulation between three syllables
sharing the same structure (plosive - rhotic - vowel), for a study on Tyrolean, a German dialect spoken in South Tyrol. The data set is composed
by time-varying observations of the sagittal profiles of the tongue during 200ms. The analysis is based on the Partial Differential Interval-Wise
Testing (PD-IWT), a non-parametric inferential procedure for functional data. The PD-IWT tests differences between the functional data, and
selects the intervals of space and time presenting significant differences between the syllables. The first and second order partial derivatives with
respect to space and time are jointly tested, to provide complete information in shape (i.e. tongue curvature and concavity) and time-dynamics (i.e.
tongue velocity and acceleration). PD-IWT based comparisons result in an informative and detailed representation of the differences in articulation
between the three syllables.
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EO079 Room 201 ADVANCES IN TIME SERIES ANALYSIS Chair: Gregory Rice

EO00252: Testing for randomness in a random coefficient autoregression model

Presenter: Lorenzo Trapani, Cass Business School, United Kingdom

Co-authors: Lajos Horvath

A test is proposed to discern between an ordinary autoregressive model, and a random coefficient one. To this end, we develop a full-fledged
estimation theory for the variances of the idiosyncratic innovation and of the random coefficient, based on a two-stage WLS approach. Our results
hold irrespective of whether the series is stationary, nonstationary, or on the boundary between the two regimes. In addition to deriving strong rates
of convergence, we also, as a technical by-product, present a complete set of results for the boundary case, providing an almost sure lower bound
for the growth rate of the series in this case. Building on these results, we develop a randomised test statistic for the null that the coefficient is
random, as opposed to the alternative of an AR(1) model.

EO00235: On the CLT for the discrete Fourier transforms of functional time series

Presenter: Clement Cerovecki, Univ libre de Bruxelles, Belgium

Co-authors: Siegfried Hormann

Functional data often arise by segmenting a continuous time process into natural units, such as days. Then a certain degree of dependence between
the observed curves Xi,...,Xr is well expected and, consequently, a thorough statistical investigation requires time series methodology. During
recent years functional time series (FTS) analysis has seen an upsurge in the scientific community and diverse related practical and theoretical
problems have been addressed. Some of the latest publications are devoted to frequency domain topics for FTS. Motivated by this fact, we study
the key ingredient for the frequency domain approach: the discrete Fourier transform (DFT) of the function valued random process. We derive its
weak convergence to a complex Gaussian (functional) random element under very mild assumptions.

EO0425: Dating structural breaks in functional data without dimension reduction

Presenter: Ozan Sonmez, University of California, Davis, United States

Co-authors: Gregory Rice, Alexander Aue

An estimator for the time of a break in the mean of stationary functional data is proposed that is fully functional in the sense that it does not rely
on dimension reduction techniques such as functional principal component analysis (fPCA). A thorough asymptotic theory is developed for the
estimator of the break date for fixed break size and shrinking break size. The main results highlight that the fully functional procedure performs best
under conditions when analogous fPCA based estimators are at their worst, namely when the feature of interest is orthogonal to the leading principal
components of the data. The theoretical findings are confirmed by means of a Monte Carlo simulation study in finite samples. An application to
one-minute intra-day cumulative log-returns of Microsoft stock data highlights the practical relevance of the proposed fully functional procedure.

EO1142: Robust multivariate change point analysis based on data depth

Presenter: Shojaeddin Chenouri, University of Waterloo, Canada

Co-authors: Gregory Rice

Modern methods for detecting changes in the scale or covariance of multivariate distributions rely primarily on testing for the constancy of the
covariance matrix. These depend on higher order moment conditions, and also do not work well when the dimension of the data is large or even
moderate relative to the sample size. We propose a nonparametric change point test for multivariate data using rankings obtained from data depths.
As the data depth of an observation measures its centrality relative to the sample, changes in data depth may signify a change of scale of the
underlying distribution, and the proposed test is particularly responsive to detecting such changes. We provide a full asymptotic theory for the
proposed test statistic under the null hypothesis that the observations are stable, and natural conditions under which the test is consistent. The finite
sample properties are investigated by means of a Monte Carlo simulation, and these along with the theoretical results confirm that the test is robust
to heavy tails, skewness, and high dimensionality.

EO223 Room 205 CAUSAL INFERENCE IN THEORY AND PRACTICE I Chair: Jonas Peters

EO0266: Marginalization and reduction of structural causal models

Presenter: Stephan Bongers, University of Amsterdam, Netherlands

Co-authors: Jonas Peters, Bernhard Scholkopf, Joris Mooij

Structural Causal Models, also known as (Non-Parametric) Structural Equation Models, are widely used for causal modelling purposes. One of
their advantages is that they allow for cycles, i.e., causal feedback loops. In this work, we give a rigorous treatment of Structural Causal Models.
Two different types of variables play a role in SCMs: “endogenous” variables and “exogenous” variables (also known as “disturbance terms”). We
define a marginalization operation on SCMs that effectively removes a subset of the endogenous variables from the model. This operation can be
seen as projecting the description of a full system to the description of a subsystem. We show that this operation preserves the causal semantics.
We also show that in the linear case, the number of exogenous variables can be reduced so that only a single one-dimensional disturbance term is
needed for each endogenous variable. This “reduction” can reduce the model complexity significantly and offers parsimonious representations for
the linear case. In general, we show that it is always possible to reduce to only one single one-dimensional disturbance term, however this comes
at the price of loosing dimensional information. We show that under certain additional conditions such a reduction is not possible.

EO0933: Causal transfer in machine learning

Presenter: Mateo Rojas Carulla, Cambridge / Max Planck for Intelligent Systems, Germany

Co-authors: Bernhard Scholkopf, Richard Turner, Jonas Peters

Traditional methods for machine learning assume that the training and test data are drawn independently from the same probability distribution.
Transfer learning aims to go beyond this paradigm and considers settings in which the data at training and testing can come from different
probability distributions, referred to as tasks. Methods of transfer learning try to combine knowledge from several related tasks (or domains) to
improve performance on a test task. Inspired by causal methodology, we relax the usual covariate shift assumption and assume that it holds true for
a subset of predictor variables: the conditional distribution of the target variable given this subset of predictors is invariant over all tasks. We prove
that in an adversarial setting using this subset for prediction is optimal if no examples from the test task are observed. If examples from the test task
are available, we provide a method to transfer knowledge from the training tasks and exploit all available predictors for prediction. We introduce a
practical method which allows for automatic inference of the above subset. We present results on synthetic data sets and a gene deletion data set.

EO1163: Identifiability of causal effects from subsampled and mixed-frequency time series

Presenter:  Ali Shojaie, University of Washington, United States

Causal inference in multivariate time series is confounded by subsampling in time between the true causal scale and the observed data sampling
rate. In practice, this presents challenges for inferring causal interaction between time series due to differences in sampling rates across time
series and generally low sampling rates due to technological limitations. Building on recent developments for identifiability of structural vector
autoregressive (SVAR) models, we show that when the underlying noise, or shocks, to the system are non-Gaussian, both the parameters of the
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true model and its causal structure are identifiable from subsampled and mixed frequency data. Existing results are generalized to the setting where
SVAR includes instantaneous interactions, and different time series may be observed at different frequencies.

EO1399: Model parameterisations using causal quantities

Presenter: Robin Evans, University of Oxford, United Kingdom

Co-authors: Vanessa Didelez

Many causal parameters of interest are marginal quantities: that is, they are formed by averaging over a real or hypothetical population. Several
authors have noted the practical difficulties of dealing with such quantities. This is due to the apparent incompatibility of a marginal parameterisation
involving the causal quantity of interest and conditional parametric models used for dealing with confounding (either observed or unobserved).
In some cases, the so-called g-null paradox implies that it is logically impossible for the conditional models and the marginal null hypothesis
to hold simultaneously. This means that even simulating from the null model to test new methods is not always possible, let alone performing
likelihood-based inference. We adapt a previous marginal parameterisations to causal models, allowing us to parameterise a wide range of causal
models including marginal structural models (MSMs), Cox MSMs and structural nested models. This makes it easy to simulate from and fit models;
to introduce possibly high-dimensional individual-level covariates; and to include additional assumptions such as stationarity or symmetry. Our
approach also avoids the null paradox where possible, and makes transparent when it is unavoidable by assumption.

EO723 Room 212 DEPENDENCE MODELS AND COPULAS III Chair: Wolfgang Trutschnig

EO0352: Inference of elliptical copula generators

Presenter:  Alexis Derumigny, ENSAE-CREST, France

Co-authors: Jean-David Fermanian

When one chooses elliptical copulae to model the dependence of a given distribution, there is two parameters of interest : the correlation matrix
and the generator of the corresponding elliptical distribution. In the general case, both have to be estimated. The correlations can be estimated
directly from the pseudo-sample. We propose nonparametric estimators for the generator, by iterating estimators specific to elliptical distributions,
or by using M-estimation. We give also some empirical results and theorical properties.

EO0472: A semiparametric and location shift copula based mixture model

Presenter:  Gildas Mazo, Universite Catholique de Louvain, Belgium

Modeling of distributions mixtures has rested on Gaussian distributions and or a conditional independence hypothesis for a long time. Only recently
have researchers begun to construct and study broader generic models without appealing to such hypotheses. Some of these extensions use copulas
as a tool to build flexible models, as they permit to model the dependence and the marginal distributions separately. But this approach also has
drawbacks. First, it greatly much the number of choices the practitioner has to make, and second, marginal misspecification may loom on the
horizon. This paper aims at overcoming these limitations by presenting a copula based mixture model which is semiparametric. Thanks to a
location shift hypothesis, semiparametric estimation, also, is feasible, allowing for data adaptation without any modeling effort.

EOO0157: Building conditionally dependent parametric factor copulas

Presenter: Nathan Uyttendaele, Catholic University of Louvain, Belgium

So far, factor copulas induce conditional independence with respect to a latent factor. These factor copulas are extended through two representations
allowing for a varying conditional dependence structure. Estimation issues are discussed, as well as how to distinguish between conditionally
independent and conditionally dependent factor copulas, thanks to a novel statistical test which does not assume any parametric form for the
conditional dependence structure.

EO1221: Estimating non-simplified vine copulas using penalized splines

Presenter:  Christian Schellhase, Bielefeld University, Germany

Co-authors: Fabian Spanhel

Vine copulas (or pair-copula constructions) have become an important tool for high-dimensional dependence modeling. Typically and without
any consideration, so called simplified vine copula models are estimated where bivariate conditional copulas are approximated by bivariate un-
conditional copulas. We present the first non-parametric estimator of a non-simplified vine copula that allows for varying conditional copulas
using penalized hierarchical B-splines. Throughout the vine, we test for the simplifying assumption in each knot, establishing a data driven non-
simplified vine copula.To overcome the curse of dimensionality, we approximate conditional copulas with more than one conditioning argument
by a conditional copula with the first principal component as conditioning argument. An extensive simulation study is conducted, showing a sub-
stantial improvement in the out-of-sample Kullback-Leibler divergence if the variation in the conditional copula is not negligible, especially for
non-simplified vine copulas. As application we present a classification of a banknote authentication data set, demonstrating the potential benefit
that can be achieved when conditional copulas are modeled.

EO595 Room 210 DIMENSION REDUCTION FOR REGRESSION Chair: Stephane Girard

EO0470: Student sliced inverse regression

Presenter: Florence Forbes, INRIA, France

Co-authors: Alessandro Chiancone, Stephane Girard

Sliced Inverse Regression (SIR) has been extensively used to reduce the dimension of the predictor space before performing regression. SIR is
originally a model free method but it has been shown to actually correspond to the maximum likelihood of an inverse regression model with Gaus-
sian errors. This intrinsic Gaussianity of standard SIR may explain its high sensitivity to outliers as observed in a number of studies. To improve
robustness, the inverse regression formulation of SIR is therefore extended to non-Gaussian errors with heavy-tailed distributions. Considering
Student distributed errors it is shown that the inverse regression remains tractable via an Expectation-Maximization (EM) algorithm. The algorithm
is outlined and tested in presence of outliers both on simulated and real data, showing improved results in comparison to a number of other existing
approaches.

EO0719: Piecewise constant models: From logn to loglogn

Presenter: Fang Han, University of Washington, United States

Co-authors: Chao Gao, Cun-Hui Zhang

The piecewise constant normal mean estimation problem is considered. The observations are two-fold. First, assuming k pieces in the model, when
there is no additional shape constraint, we show a phase transition exists: When k increases from 2 to higher, the minimax rate of convergence
increases from loglog n to klog(en/k). Such a result is absent in change point detection and nonparametric regression literature, and motivates ret-
rospect on the “sparsity assumption” popular in high dimensional statistics. Secondly, we show, when some additional shape constraints are posed,
the minimax rate can be further improved. In particular, adding isotonic constraint to piecewise constant models gives an improved kloglog(16n/k)
minimax rate. The obtained result is in contrast to Kiefer’s Theorem, and generalizes these in a recent work.
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EO0412: Robust Variable Section with the sparse shooting S

Presenter: Ines Wilms, KU Leuven, Belgium

Co-authors: Christophe Croux

In multiple regression analysis, a response variable is predicted based on a set of many predictor variables. We are particularly interested in high-
dimensional multiple regression analysis where a large number of predictors is available. The lasso has become a popular estimator to reduce
the dimensionality of such high-dimensional regression models by imposing sparsity on the estimated regression parameters. As such, the lasso
performs variable selection since it only keeps a few predictors and discards the remaining predictors by setting their respective parameter estimates
to zero. The lasso is, however, not a robust estimator. Nevertheless, outliers, i.e. atypical observations, frequently occur in high-dimensional data
sets. Therefore, we propose a cellwise robust lasso estimator, the sparse shooting S. This estimator can deal with cellwise contamination, where
many cells of the design matrix of the predictor variables may be outlying. Moreover, the sparse shooting S is computable in high-dimensional
settings with more predictors than observations and it gives sparse parameter estimates. We compare its performance to several other sparse and/or
robust regression estimators.

EO1108: Variable importance assessment in sliced inverse regression for variable selection

Presenter:  Jerome Saracco, ENSC - Bordeaux INP, France

Co-authors: Ines Jlassi

The focus is on treating the relationship between a dependent variable y and a 4p-dimensional covariate x in a semiparametric regression model.
Since the purpose of most social, biological or environmental science research is the explanation, the determination of the importance of the
variables is a major concern. It is a way to determine which variables are the most important when predicting y. Sliced inverse regression (SIR)
methods allows us to reduce the space of the covariate x by estimating the directions that form an effective dimension reduction (EDR) space. The
aim is to propose a computational method based on importance variable measure (only relying on the EDR space) in order to select the most useful
variables in SIR model. The numerical behavior of this approach, implemented in R, is studied on a simulation study. An illustration on a real data
is also provided.

EO551 Room 007 SMOOTHING METHODS FOR COMPLEX DATA Chair: Maria Xose Rodriguez-Alvarez

EOO0501: Statistics of the human face

Presenter:  Liberty Vittert, University of Glasgow, United Kingdom

Co-authors: Adrian Bowman, Stanislav Katina

Three-dimensional surface imaging, through laser-scanning or stereo-photogrammetry, provides high-resolution data defining the surface shape
of objects. Using a human face as this object, each image corresponds to an observation, a manifold, represented by a triangulated point cloud.
In an anatomical setting this can provide invaluable quantitative information. Particular applications vary widely including success or failure of
cosmetic/reconstructive plastic surgery, facial recognition, facial asymmetry, concepts of sexual dimorphism, and even the survival of mussels (food
we consume) given climate change. However, the initial challenge is to characterize these complex surfaces, without laborious manual intervention.
Surface curvature provides the key information in doing this, allowing for the creation of a surface mask replicable throughout all these objects.
Once the full surface representation has been obtained, the new issue arises of how to best characterize and visualize the differences in shape. The
issues involved with analysis of this data and multiple visualization methods will be discussed and illustrated.

EO0963: Fast estimation of adaptive P-spline models

Presenter: Maria Durban, Universidad Carlos II de Madrid, Spain

Co-authors: Maria Xose Rodriguez-Alvarez, Dae-Jin Lee, Paul Eilers

In many applications it is desirable and needed to adapt smoothness locally to the data, and adaptive P-splines have been suggested. However,
the existing estimation procedures can be very slow or even unstable. We extend a previous method, and generalize the Separation of Anisotropic
Penalties (SAP) algorithm to deal with the proposed adaptive penalty in one or more dimensions. The practical performance of the algorithm is
evaluated by means of simulations, and comparisons with alternative methods are made on the basis of the mean square error criterion and the
computing time. Finally, we illustrate our proposal with the analysis of two datasets: one corresponds to photon counts of diffracted x-ray radiation
as a function of the angle of diffraction, and the other in which we consider a spatio-temporal adaptive penalized for modelling the firing rate of
visual neurons.

EO1060: Disaggregation of spatial and spatio-temporal counts in epidemiology: A penalized composite link model approach

Presenter: Dae-Jin Lee, BCAM - Basque Center for Applied Mathematics, Spain

Co-authors: Diego Ayma, Maria Durban, Paul Eilers

Mortality data provide valuable information for the study of the spatial distribution of mortality risk, in disciplines such as spatial epidemiology
and public health. However, they are frequently available in an aggregated form over irregular geographical units, hindering the visualization of
the underlying mortality risk. Also, it can be of interest to obtain mortality risk estimates on a finer spatial resolution, such that they can be linked
to potential risk factors that are usually measured in a different spatial resolution. We propose the use of the penalized composite link model and
its mixed model representation. This model considers the nature of mortality rates by incorporating the population size at the finest resolution, and
allows the creation of mortality maps at a finer scale, thus reducing the visual bias resulting from the spatial aggregation within original units. We
also extend the composite link model to the spatio-temporal case where counts are aggregated spatially and temporally. We illustrate our proposal
with several data.

EO1011: Non-linear regularized regression in multi-omic applications

Presenter: Mar Rodriguez-Girondo, Leiden University Medical Center, Netherlands

In the last decade, much attention has been devoted to build linear prediction models for health traits based on omics data, such as transcriptomics,
proteomics, and metabolomics. Incorporating omic sets of predictors into prediction of traits is challenging due to high dimensionality and existing
correlations between features within omic datasets. Linear regularized regression models have been broadly used for building prediction models in
high-dimensional settings. However, it is unclear if the linearity assumption is realistic in omic applications. Moreover, it is common nowadays that
clinical studies include several sets of such omics markers available for each patient, measuring different levels of biological variation. As a result,
main challenges in predictive research are: 1) integration of different sources of omic biomarkers for the prediction of health traits and 2) relaxing
linearity assumption to handle more complex relations among the available predictors. We review several approaches for the combination of omic
markers, all based on double cross-validation and flexible regularized regression models, based on penalized splines. We illustrate the methods
through the analysis of transcriptomics and metabolomics as predictors of obesity using data from the Dietary, Lifestyle, and Genetic determinants
of Obesity and Metabolic syndrome (DILGOM) study, a population-based cohort, from Finland.
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EO505 Room S24 RECENT ADVANCES IN MIXED EFFECTS MODELLING Chair: Estelle Kuhn

EO0537: On BIC for mixed-effects models

Presenter: Maud Delattre, AgroParisTech, France

Co-authors: Marie-Anne Poursat

The Bayesian Information Criterion (BIC) is widely used for variable and random effects selection in mixed effects models. However, its expression
is unclear in typical situations of mixed effects models, where simple definition of the sample size is not meaningful. An appropriate BIC expression
is derived, that is consistent with the random effect structure of the mixed effects model. The behavior of the proposed criterion is illustrated through
simulation experiments and a case study. The use of the new criterion is recommended as an alternative to various existing BIC versions that are
implemented in available softwares.

EO0740: Testing variance components in nonlinear mixed effects models: Application to plant growth modelling

Presenter: Charlotte Baey, CentraleSupelec, France

Co-authors: Paul-Henry Cournede, Estelle Kuhn

Mixed-effects models are commonly used in a large variety of disciplines to account for and describe the inter-individual variability of a population.
A key question when adjusting a model to a population in this framework, is to understand and identify the parameters carrying the variability,
i.e. those that can be considered constant in the population, referred to as ‘fixed-effects’, and those that vary among individuals, referred to as
‘random effects’. This is particularly the case when the underlying model is a mechanistic model, for which parameters have a biological or
physical meaning, for example. From a statistical point of view, this can be rephrased as a hypothesis testing problem, where one is interested
in testing if the variances of a subset of the random effects are non-null. The issue of variance components testing in the context of linear mixed
models has been addressed by several authors, and relates more generally to constrained statistical inference and hypothesis testing. We consider
a testing procedure based on the likelihood ratio test statistics in the context of non linear mixed effects models. We establish theoretical results
for the asymptotic distribution of the test statistics. Several special cases are detailed as well as general methods for a practical computation of the
test.The methodology is applied to a nonlinear mixed model of plant growth, and tested on simulated and real data.

EO0834: Wavelet-based shape invariant estimation in functional mixed-effects modelling using warping functions

Presenter:  Joyce Madison Giacofci, IRMAR - Universite Rennes, France

Co-authors: Gerda Claeskens, Irene Gijbels, Maarten Jansen

Nowadays scientific studies increasingly yield functional data, in which the ideal units of observation are curves. We consider data that consist
of set of curves recorded on individuals. In a multi-individual context, curves are often recorded on subject-specific non-regular time grids and
variations both in phase and in amplitude are commonly encountered. While such variations are widely studied separately in the functional setting,
only little attention has been devoted to the study of simultaneous amplitude and phase variations. We propose a functional warped mixed-model
that accounts for individual deviations in amplitude around a main functional pattern by considering functional random effects, whereas modeling
of individual phase deviations is done through nonlinear warping functions. A wavelet representation of both the main pattern and individual
amplitude variations, adapted to non-homogeneous functions is considered. Non-linear subject-specific phase variations are modeled through a
monotone Hermite spline decomposition, allowing a close relation with the landmark structure. Estimation is done through a maximum-likelihood
method using a EM-type algorithm. The non-linearity of the mixed model yields the E-step intractable and a stochastic approach is used for
predictions of individual amplitude deviation coefficients and individual warping parameters. The performance of the procedure is investigated
through a simulation study and illustrated on real data examples.

EO1124: Parametric inference for discrete observations of diffusions with mixed effects

Presenter: Catherine Laredo, INRA, France

Co-authors: Valentine Genon-Catalot, Maud Delattre

Independent stochastic processes are considered defined by a stochastic differential equation with mixed effects effects in the drift term and in the
diffusion coefficient. Each process is discretely observed on a fixed time interval with length 7" at n regularly spaced discrete times. We consider
parametric distributions for the random effects and estimate the unknown parameters from the observations as both the number of sample paths
N and the number of observations per sample path n goes to infinity. We study cases that give rise to explicit approximations of the likelihood
functions: (1) Multidimensional Gaussian random effect in the drift and fixed effect in the diffusion coefficient; (2) Fixed effect in the drift and
random effect in the diffusion coefficient with inverse Gamma distribution. In each case, we characterize the asymptotic behaviour of the associated
estimators.

EO061 Room 211 CHANGE POINT DETECTION IN TIME SERIES Chair: Herold Dehling

EO0567: A Wilcoxon-type test for distinguishing between long-range dependence and short-range dependence with a change in mean
Presenter: Carina Gerstenberger, Ruhr-Universitaet Bochum, Germany

For some applications it is necessary to know whether a time series is short- or long-range dependent, and quite a number of test statistics
discriminate between these dependence structures. However, most of these tests spuriously reject the hypothesis of short-range dependence when
change-points are present. We propose a Wilcoxon-type testing procedure that is able to distinguish between long-range dependence and short-
range dependence with a change in mean. This procedure is based on an previous work which used the CUSUM statistic. We derive the asymptotic
distribution of the Wilcoxon-type testing procedure under the hypothesis of L; near epoch dependent random variables with a change in mean at
unknown time. This procedure is less sensitive to outliers in the data compared to the CUSUM-type testing procedure. We also introduce a robust
Wilcoxon-type change-point estimator and derive its consistency and the rate of consistency. Simulation results show that the Wilcoxon-type
testing procedure and the Wilcoxon-type change-point estimator behave as good as their CUSUM-type counterparts under normal conditions but
in contrast are nearly not affected by outliers.

EO1017: Subsampling-based change-point detection in LRD time series

Presenter: Annika Betken, Ruhr-Universitat Bochum, Germany

Co-authors: Martin Wendler

A robust change-point test is considered based on the Wilcoxon two-sample rank statistic to identify changes in the mean of dependent data. The
scaling needed to ensure convergence of the corresponding test statistic to a non-degenerate limit usually depends on unknown parameters. Estima-
tion of an unknown standardization may be avoided by an application of self-normalized test statistics. However, under long-range dependence the
asymptotic distribution of self-normalized statistics still depends on parameters that characterize the intensity of dependence in the data. Approx-
imating the limit distribution of self-normalized statistics by subsampling procedures bypasses estimation of these quantities. It is shown that the
so-called sampling window method is valid for general statistics applied to long-range dependent subordinated Gaussian processes which satisfy
mild regularity conditions. Furthermore, we investigate the finite sample performance of subsampling-based change point tests in a simulation
study. We compare it to the performance of the usual testing procedure which generates test decisions on the basis of critical values that arise from
the asymptotic distribution of the respective statistic.
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EO1047: Structural break detection using Fourier methods

Presenter: Max Wornowizki, TU Dortmund University, Germany

Co-authors: Herold Dehling, Roland Fried

A new class of tests for checking the constancy of a distributional parameter such as the variance for a sequence of random variables is presented.
The corresponding test statistics are based on a Fourier type transformation of blockwise estimators of this parameter. Different weight functions
result in different test statistics, which are all given by simple explicit formulae. Assuming independence and piecewise identical distributions,
testing is conducted applying the permutation principle or using asymptotic results. To prove the latter the test statistics are viewed as U-statistics
constructed from the blockwise parameter estimators. Since the distribution of these estimators depends on the sample size, a new LLN and a CLT
are proven. The asymptotic and the permutation test are compared to other tests for constant variance in extensive Monte Carlo experiments and
illustrated in an application. In comparison to their competitors the new methods offer good power particularly in the case of multiple structural
breaks and estimate the positions of the structural breaks adequately.

EO1351: Estimation methods for the long memory parameter under a change in the mean

Presenter: Ieva Zelo, TU Dortmund, Germany

Co-authors: Aeneas Rooch, Roland Fried

Time series analysis is often based on the assumption of stationarity. However, the estimation of any time-constant parameter is affected heavily
by the presence of a change in the mean. When analyzing time series which are supposed to exhibit long memory, a basic issue is the estimation of
the long memory parameter, for example the Hurst parameter H. Conventional estimators of H easily lead to spurious detection of long memory if
the time series includes a shift in the mean. This defect has fatal consequences in change-point problems: Tests for a level shift rely on H, which
needs to be estimated before, but this estimation is distorted by the level shift. We investigate techniques to adapt estimators of H to the case that
the time series includes a jump and compare them via simulations. Based on our results, we recommend an overlapping blocks approach: If one
uses a consistent estimator, the adaption will preserve this property and it performs well in simulations. The blocks technique is also useful for the
estimation of other parameters, such as the variance, as will be illustrated.

EO646 Room S22 TESTING AND INFERENCE IN NONPARAMETRIC MODELS OF PRODUCTION Chair: Paul Wilson

EO0577: Quality of European universities: Model uncertainty, endogeneity and testing of unobserved heterogeneity

Presenter:  Cinzia Daraio, University of Rome La Sapienza, Italy

Co-authors: Leopold Simar, Paul Wilson

Up-to-date econometric techniques are developed to test for the relevance of latent heterogeneity factors and to assess their impact on the efficient
boundary of the production set. We extend a previous framework to account for endogeneity and latent heterogeneity. Our approach is implemented
in the context of the quantitative assessment of European Higher Education systems. Higher Education Institutions (HEIs) carry out a complex
production process. Multiple activities, such as teaching, research and third mission are realized by combining different inputs (or resources):
human capital, financial stocks and infrastructures; to produce heterogeneous outputs, such as: undergraduate degrees, PhD degrees, scientific
publications, citations, service contracts, patents, spin off and so on, within an heterogeneous environment in which size and subject mix play also
an important role. Within this process, the quality of HEIs, which is an unobserved factor, play a crucial role. The main objective is to estimate this
latent factor and assess its impact on the European Higher Education system.

EO0600: Bandwidth selection issues for nonparametric conditional efficiency estimation

Presenter: Luiza Badin, Bucharest University of Economic Studies, Romania

Co-authors: Cinzia Daraio, Leopold Simar

Recent theoretical and empirical studies involving nonparametric conditional frontier models stress the importance of conditional efficiency mea-
sures as the only way to treat appropriately the presence of environmental factors in a production process. Conditional efficiency measures provide
a flexible tool to evaluate the impact of external-environmental variables in a completely nonparametric framework, without any restrictive assump-
tions on the data generating process. The bandwidths for the conditioning variables play a crucial role in the process of estimating these efficiency
measures, since they tune the localization for computing the conditional efficiencies (FDH and/or DEA). We present and compare, through a Monte-
Carlo simulation study, the performances of several different approaches, all asymptotically equivalent, to calculate the bandwidths necessary to
estimate the conditional efficiency scores. The main objective is to advice on the best performing approach in terms of the resulting estimates of
conditional efficiency and to provide practical suggestions for a simple implementation for practitioners.

EO0665: Cross-section dependence and latent heterogeneity: A conditional nonparametric frontier analysis

Presenter: Camilla Mastromarco, University of Salento - Lecce, Italy

A unified non parametric framework is proposed for accommodating simultaneously the problem of model specification uncertainty, potential
endogeneity and cross-section dependence in modelling technical efficiency in frontier models. We emphasize the importance to take into account
the observed and observed endogeneity in assessing the economic performance across countries and to evaluate the process of technological
catching up towards the global production frontier . By using a dataset of 40 countries over 1970-2007, we estimate the global frontiers. We
extend existing methodological tools - robust frontier in non parametric location-scale models - to examine these interrelationships. We use a
flexible nonparametric two-step approach on conditional efficiencies to eliminate the dependence of production inputs/outputs on common factors.
We emphasize the usefulness of pre-whitened inputs/outputs to obtain more reliable measure of productivity and efficiency to better investigate
the impact of human capital on the catching-up productivity process. Then, we take into account the problem of unobserved heterogeneity and
endogeneity in the analysis of the influence of human capital on the production process by extending an instrumental nonparametric approach to
account also for cross section and time dependence.

EO0891: On cross-validation in regression

Presenter: Paul Wilson, Clemson University, United States

Co-authors: Byeong Park, Leopold Simar, Valentin Zelenyuk

It is well known that nonparametric regression and density estimates are sensitive to the choice of bandwidth. Least-squares cross-validation
(LSCV) is frequently used to optimize bandwidths, but the LSCV function is often rough, with perhaps many local minima. In addition, the
search for a minimum must often be constrained by a lower bound to avoid a minimum at 0. These issues are especially problematic in Monte
Carlo and simulation settings. Moreover, the problems are compounded when two or more bandwidth values must be selected. We examine the
efficacy of various rules for choosing among multiple minima and setting lower bounds for the search that have been proposed in the literature
and implemented in widely-used software. In addition, we propose new strategies for selecting bandwidth values via LSCV and examine their
performance in Monte Carlo experiments.
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EO0259 Room206 ROBUST COVARIANCE MATRIX ESTIMATION OF HIGH-DIMENSIONAL DATA Chair: Esa Ollila

EO0661: Fitting generalized multivariate Huber losses

Presenter:  Ami Wiesel, Hebrew University, Israel

Co-authors: Eli Peker

A class of generalized multivariate Huber (GMH) loss functions is considered. Our goal is computationally efficient parameter estimation in linear
models contaminated by non Gaussian yet correlated noise. We define a class of convex GMH loss functions with structured covariance matrices
and flexible regularization parameters. This framework includes the classical weighted least squares and Hubers function as special cases. Next,
we assume access to a secondary dataset of independent noise realizations, and we use this data to choose the best GMH function associated with
the data. We use this fitted function to perform parameter estimation in a linear model by solving a simple convex optimization problem. We
demonstrate the advantages of our proposed technique in heavy tailed correlated noise distributions.

EO1188: Robust RMT for covariance matrix estimation and applications to signal processing

Presenter: Frederic Pascal, CentraleSupelec, France

Recent advances are discussed on robust covariance matrix estimation of multivariate high-dimensional observations. We consider the case where
the sample size n is of the same order than the dimension p of the data set. More precisely, the eigenvalues distribution of robust covariance
matrix estimates is analyzed in the asymptotic regime where both n and p tends to infinity with a ratio p/n tending to a constant ¢ € (0,1).
Robust estimation is essential partly because outliers are more difficult to glean from high-dimensional data sets, but also due to an increase of
impulsive measurement environments and outliers in practical sensing systems. On the other hand, to tackle the high dimensionality of the data,
we build on recent results from the RMT to derive the asymptotics of the robust covariance matrix estimates. This leads to many significant and
profound differences in asymptotic analysis. More precisely, this approach allows us to obtain closed-form expressions for regularized robust
estimators, which is of particular interest for optimizing the regularized (penalty) parameters. Moreover, it will be shown that the RMT results
provide similarities with the ones obtained in the classical asymptotic regime. To illustrate theoretical derivations, applications will focus on signal
detection and source localization through direction of arrival estimation.

EO0812: Automatic diagonal loading for Tyler’s robust covariance estimator

Presenter: Teng Zhang, University of Central Florida, United States

Co-authors: Ami Wiesel

An approach of regularizing Tyler’s robust M-estimator of the covariance matrix is proposed. We also provide an automatic choice of the regular-
ization parameter in the high-dimensional regime. Simulations show its advantage over the sample covariance estimator and Tyler’s M-estimator
when data is heavy-tailed and the number of samples is small. Compared with the previous approaches of regularizing Tyler’s M-estimator, our
approach has a similar performance and a much simpler way of choosing the regularization parameter automatically.

EO0808: Simultaneous penalized M-estimation of covariance matrices using geodesically convex optimization

Presenter: Esa Ollila, Aalto University, Finland

Co-authors: David Tyler, Ilya Soloveychik, Ami Wiesel

A common assumption when sampling p-dimensional observations from K distinct group is the equality of the covariance matrices. We propose
two penalized M-estimation approaches for the estimation of the covariance or scatter matrices. The first approach begins by generating a pooled
M-estimator of scatter based on all the data, followed by a penalised M-estimator of scatter for each group, with the penalty term chosen so that
the individual scatter matrices are shrunk towards the pooled scatter matrix. In the second approach, we minimize the sum of the individual group
M-estimation cost functions together with an additive joint penalty term which enforces some similarity between the individual scatter estimators,
i.e. shrinkage towards a mutual center. In both approaches, we utilize the concept of geodesic convexity to prove the existence and uniqueness
of the penalized solution under general conditions. We consider three specific penalty functions based on the Euclidean, the Riemannian, and the
Kullback-Leibler distances. In the second approach, the distance based penalties are shown to lead to estimators of the mutual center that are related
to the arithmetic, the Riemannian and the harmonic means of positive definite matrices, respectively. A penalty based on an ellipticity measure is
also considered which is particularly useful for shape matrix estimators. Fixed point equations are derived penalty and regularized discriminant
analysis application is considered.

EO015 Room 215 JOINT MODELLING Chair: Thomas Kneib

EO0691: Boosting joint models

Presenter: Andreas Mayr, Friedrich-Alexander-University Erlangen-Nuremberg, Germany

Co-authors: Elisabeth Waldmann

Joint models are commonly estimated via likelihood based expectation maximization or Bayesian approaches. Drawbacks of these frameworks
are that they do not allow for automated variable selection and are not feasible in high-dimensional data situations. We propose a predictor-
wise gradient boosting algorithm overcoming these shortcomings being able to simultaneously estimate and select predictors for joint models in
potentially high-dimensional data. The new algorithm cycles through the different additive predictors and applies simple base-learners for each
candidate variable while including in each iteration only the best-performing base-learner. When the algorithm is stopped before convergence,
base-learners that have never been selected are effectively excluded from the final model, leading to data-driven variable selection.

EO0689: Combining distributional regression with joint modelling

Presenter:  Elisabeth Waldmann, Friedrich-Alexander-Universitaet Erlangen-Nuernberg, Germany

When modelling repeated measurement and time to event data simultaneously, analysis is often based on combining random effects regression
on the mean with survival analysis. The assumptions made by this model, however, are not necessarily met, when analysing real life data sets.
Especially the assumption of equidispersion is too strict in many cases. In simple longitudinal setups this issue is often dealt with distributional
regression, which introduces separate predictors for all parameters of the distribution. The aim is to combine the setup of a Bayesian distributional
model with a survival model, linking both, the conditional mean and conditional variance to the risk of event and thus developing a new approach
towards distributional joint modelling.

EO0586: Joint modeling of multivariate longitudinal and survival data

Presenter:  Christel Faes, Hasselt University, Belgium

Co-authors: Carmen Cadarso Suarez, Ipek Guler

Joint modeling of a longitudinal biomarker with a survival outcome has become very popular in recent years, as the longitudinal profile can inform
us about a subjects risk of a (later) survival outcome. Several approaches have been investigated in literature, including hierarchical modeling
of the longitudinal and survival process via shared latent random effects. As typically not a single biomarker, but multiple biomarkers are being
investigated, it is worthwhile to investigate whether several biomarkers together can (better) inform us about the survival process. Already with
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two or three biomarkers, computational difficulties arise, and alternative estimation methods to the maximum likelihood methods need to be
investigated. A two-stage pairwise likelihood approach was investigated for this purpose.

EO00429: Joint modelling of multivariate longitudinal and time-to-event data

Presenter:  Graeme Hickey, University of Liverpool, United Kingdom

Research into joint modelling methods has grown substantially over recent years. Previous research has predominantly concentrated on the joint
modelling of a single longitudinal outcome and a single time-to-event outcome. In clinical practice, the data collected will be more complex,
featuring multiple longitudinal outcomes and/or multiple, recurrent or competing event times. Harnessing all available measurements in a single
model is advantageous and should lead to improved and more specific model predictions. Notwithstanding the increased flexibility and better
predictive capabilities, the extension of the classical univariate joint modelling framework to a multivariate setting introduces a number of technical
and computational challenges. These include the high-dimensional numerical integrations required, modelling of multivariate unbalanced data,
and proper estimation of standard errors. Consequently, software capable of fitting joint models to multivariate data is lacking. Building on recent
methodological developments, we extend the classical joint model to multiple continuous longitudinal outcomes, and describe how to fit it using
a Monte Carlo Expectation-Maximization algorithm with antithetic simulation for variance reduction. The development of an R package will be
discussed. An application to a recent clinical trial dataset will be presented.

EO553 Room 204 HIGH-DIMENSIONAL INFERENCE IN SPATIAL MODELS AND PANEL DATA Chair: Carles Breto

EO0768: Pseudo maximum likelihood estimation of spatial autoregressive models with increasing dimension

Presenter:  Abhimanyu Gupta, University of Essex, United Kingdom

Co-authors: Peter Robinson

Pseudo maximum likelihood estimates are developed for higher-order spatial autoregressive models with increasingly many parameters, including
models with spatial lags in the dependent variables and regression models with spatial autoregressive disturbances. We consider models with
and without a linear or nonlinear regression component. Sufficient conditions for consistency and asymptotic normality are provided, the results
varying according to whether the number of neighbours of a particular unit diverges or is bounded. Monte Carlo experiments examine finite-sample
behaviour.

EOO0381: A spatio-temporal Markov switching model for the detection of influenza outbreaks

Presenter: David Conesa, Universitat de Valenci, Spain

Co-authors: Ruben Amoros, Antonio Lopez-Quilez, Miguel Martinez-Beneito

Influenza dispersion is related with climate variables and spreads person to person, which suggests a spatio-temporal evolution of the incidence. We
present a spatio-temporal extension of the Bayesian Markov switching model over the differentiated rates for the detection of influenza epidemic
outbreaks previously suggested. The variable of the Markov switching model represents the epidemic and non-epidemic states. The non-epidemic
state differentiated rates only share a common mean for each time. The rates on the epidemic state are spatially and temporally related through
Gaussian Markov random fields. This new proposal has been compared with the previous one and offers better scores in terms of the continuous
rank probability score by approximate cross-validatory predictive assessment.

EO1008: Real-time surveillance for abnormal events: The case of influenza outbreaks

Presenter:  Yao Rao, The University of Liverpool, United Kingdom

Co-authors: Brendan McCabe

A method of surveillance using deviations from probabilistic forecasts is introduced. Realised observations are compared with probabilistic
forecasts and the “deviation” metric is based on low probability events. If an alert is declared, the algorithm continues to monitor until an all-clear
is announced. Specifically, the problem of syndromic surveillance for influenza (flu) is addressed with the intention of detecting outbreaks, due to
new strains of viruses, over and above the normal seasonal pattern. The syndrome is hospital admissions for flu like illness and hence the data are
low counts. In accordance with the count properties of the observations, an integer valued autoregressive process is used to model flu occurrences.
Monte Carlo evidence suggests the method works well in stylised but somewhat realistic situations. An application to real flu data indicates that
the ideas may have promise. The model estimated on a short run of training data, did not declare false alarms, when used with new observations
deemed in control, ex post. The model easily detected the 2009 HIN1 outbreak.

EO1157: Panel data analysis via mechanistic models

Presenter:  Carles Breto, The University of Michigan, United States

Co-authors: Edward Ionides, Aaron King

Panel or longitudinal analysis of dynamic systems is becoming more widespread thanks to the increasing availability of data and to recent advances
in statistical methodology that aim at dispensing with linearity and Gaussianity assumptions. Examples of such statistical tools are iterated filtering
algorithms. However, these algorithms have so far been developed with a multivariate time series framework in mind, without explicitly considering
a panel setting. Panel settings can be useful both to disentangle within-individual and between-individual features and to deal with parameter biases
or weak identifiabilities through partial pooling of data. In the context of nonlinear, non-Gaussian panels, we extend existing methodology with a
novel panel iterated filtering algorithm and apply it to model infectious disease dynamics.

EO005 Room 006 STATISTICAL NETWORK MODELING Chair: Harry Crane

EO0893: Edge exchangeability: A new foundation for network modeling

Presenter:  'Walter Dempsey, University of Michigan, United States

Co-authors: Harry Crane

Exchangeable models for vertex labeled graphs cannot replicate the large sample behaviors of sparsity and power law degree distributions observed
in many network datasets. Out of this mathematical impossibility emerges the question of how network data can be modeled in a way that reflects
known empirical behaviors and respects basic statistical principles. To address this issue, we introduce the principle of edge exchangeability, which
is more natural for most applications and admits models for networks with sparse and/or power law structure. The vertices in an edge exchangeable
network arrive in size-biased order according to their degree, further explaining why vertex exchangeability is an untenable assumption for many
applications.

EO1030: Estimating the number of communities in networks by spectral method

Presenter: Can Minh Le, University of California, Davis, United States

Co-authors: Liza Levina

Community detection is a fundamental problem in network analysis with many methods available to estimate communities. Most of these methods
assume that the number of communities is known, which is often not the case in practice. We propose to estimate the number of communities using
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spectral properties of the deformed Laplacian. We show that the method performs well under several models and a wide range of parameters. It is
also more accurate and computationally efficient than several existing methods for estimating the number of communities.

EO0649: COSTNET, networks and detecting epistatic selection

Presenter:  Ernst Wit, University of Groningen, Netherlands

Statistical Network Science is one of the hot topics of this moment. Network phenomena are widespread and a multitude of network data formats
appear in a variety of applications. Often the applied scientist has only a limited awareness of the available modelling and inference techniques
available. We will describe how recombinant Inbred Lines (RILs) derived from divergent parental lines can display extensive segregation distortion
and long-range linkage disequilibrium (LD) between distant loci on same or different chromosomes. The reconstruction of these interaction
networks from observations of pair-wise marker-marker correlations or pair-wise genotype frequency distortions is challenging as multiple testing
approaches are under-powered and true long-range LD is difficult to distinguish from drift, particularly in small RIL panels. We develop an efficient
method for reconstructing an underlying network of genomic signatures of high-dimensional epistatic selection from multi-locus genotype data.

EO1752: Community detection in degree-corrected block models

Presenter: Anderson Zhang, Yale University, United States

Co-authors: Chao Gao, Harrison Zhou, Zongming Ma

Community detection is a central problem of network data analysis. Given a network, the goal of community detection is to partition the network
nodes into a small number of clusters, which could often help reveal interesting structures. The present paper studies community detection
in Degree-Corrected Block Models (DCBMs). We first derive asymptotic minimax risks of the problem for a misclassification proportion loss
under appropriate conditions. The minimax risks are shown to depend on degree-correction parameters, community sizes, and average within and
between community connectivities in an intuitive and interpretable way. In addition, we propose a polynomial time algorithm to adaptively perform
consistent and even asymptotically optimal community detection in DCBMs.

EO121 Room 202 RECENT ADVANCES IN STATISTICAL DEPTH Chair: Davy Paindaveine

EO0988: A topologically valid definition of depth for functional data

Presenter: Heather Battey, Imperial College London and Princeton University, United Kingdom

Co-authors: Alicia Nieto-Reyes

An axiomatic definition of depth for functional data is presented which recognises topological features such as continuity, smoothness and con-
tiguity. Functional depth constructions adhering to our axioms intrinsically address the delicate challenge of partial observability of functional
data, providing a minimal guarantee on the performance of their empirical counterparts beyond the idealised and practically infeasible case of full
observability. As an incidental product, functional depths satisfying our definition achieve a robustness that is commonly ascribed to depth, despite
the absence of a formal guarantee in the multivariate definition of depth. Some functional depth proposals are discussed with reference to the
aforementioned axioms.

EO1152: Shape depth

Presenter: Germain Van Bever, The Open University, United Kingdom

Co-authors: Davy Paindaveine

In many problems from multivariate analysis (principal component analysis, testing for sphericity, etc.), the parameter of interest is not the scatter
matrix but the so-called shape matrix, that is, a normalised version of the corresponding dispersion matrices. We propose, under elliptical assump-
tions, a depth concept for shape. If shape matrices are normalised to have determinant one, our shape depth results from a previous parametric
depth construction. For other normalisations, however, defining a proper shape depth requires a semiparametric extension of this construction,
which is likely to have applications in other contexts. We show that the proposed shape depth does not depend on the normalisation adopted and is
affine-invariant. We also establish consistency, in the sense that shape depth is maximised at the true shape value. Finally, we consider depth-based
tests for shape, and investigate their finite-sample performances through simulations.

EO0709: Asymptotics for extreme depth-based quantile region estimation

Presenter: ' Yi He, Monash University, Australia

Consider the small-probability quantile region in arbitrary dimensions consisting of extremely outlying points with nearly zero data depth value.
Since its estimation involves extrapolation outside the data cloud, an entirely nonparametric method often fails. Using extreme value statistics,
we extend a previous semiparametric estimation procedures to incorporate various depth functions. Under weak regular variation conditions, both
consistency and asymptotic normality are derived. Refined asymptotics are derived particularly for the half-space depth. The finite-sample coverage
probabilities of our asymptotic confidence sets are evaluated in a simulation study for the half-space depth and the projection depth. We use our
method for risk management by applying it to financial data.

EO0841: Approximate computation of data depths that satisfy the projection property
Presenter: Rainer Dyckerhoff, University of Cologne, Germany
Co-authors: Pavlo Mozharovskyi

Data depth is a concept in multivariate statistics that measures the centrality of a point in a given data cloud in R?. If the depth of a point can be
represented as the minimum of the depths with respect to all unidimensional projections of the data, then the depth satisfies the so-called projection
property. Such depths form an important class that includes many of the depths that have been proposed in literature. For depths that satisfy the
projection property an approximate algorithm can easily be constructed since taking the minimum of the depths with respect to only a finite number
of unidimensional projections yields an upper bound for the depth with respect to the multivariate data. Such an algorithm is particularly useful if
no exact algorithm exists or if the exact algorithm has a high computational complexity, as is the case with the halfspace depth or the projection
depth. To compute these depths in high dimensions, the use of an approximate algorithm with better complexity is surely preferable. Several
strategies for selecting the univariate projections are proposed and the performances of the respective algorithms are compared.
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EO555 Room 209 STATISTICAL TECHNIQUES FOR THE ANALYSIS OF COMPLEX BIOMEDICAL SIGNALS  Chair: Anna Maria Paganoni

EO1190: Analyzing dependence for multivariate functional data

Presenter: Francesca Ieva, Universita degli Studi di Milano, Italy

Co-authors: Juan Romo

A matrix description of dependence is proposed for multivariate functional observations. The extension of the covariance matrix from multivariate
data to multivariate functional curves is not straightforward. We use an alternative nonparametric measure of dependence, the Spearman correlation
coefficient, in order to build a matrix expressing dependence among components of the multivariate functional data. A simulation study aimed
at testing the ability of the index in correctly detecting the dependence is provided. Then the Spearman coefficient is used over two different
samples of multivariate curves (specifically, electrocardiographic signals from healthy and not healthy people) in order to check if the patterns of
dependence among components are different in the two cases.

EO1026: Modeling mandibular shape variation using functional ANOVA models

Presenter:  Luigi Ippoliti, University G.d’ Annunzio Chieti-Pescara, Italy

Co-authors: Lara Fontanella, Pasquale Valentini

The shape changes of human mandible observed in a longitudinal study is addressed. A classical evaluation of growth and shape changes in the
human mandible is performed by means of conventional cephalometric analyses of lateral radiographs of the craniofacial complex. In general,
conventional metrical approaches have proved to be insufficient for the analysis of size and shape changes of complex anatomical forms such as
the human mandible. For example, lines and angles measured by traditional methods are not able to provide information about where the growth
and shape change has occurred. It will be shown that functional data analysis represents a natural approach for representing the shape variations
of a mandible and that functional linear models provide an elegant statistical framework for functional variability decomposition. First, the data
and the problem of curve registration are described. Then, a Bayesian functional ANOVA model is introduced to describe the different sources of
variability as well as to summarize the main modes of variation of the mandibles. Finally, some computational issues are addressed and fits of the
model to the data are discussed.

EO0972: Interval-wise testing for dependent functional data

Presenter: Helle Sorensen, University of Copenhagen, Denmark

Interval-wise testing is an inference procedure used to test hypotheses about functional data. The procedure provides an adjusted p-value function,
correcting for multiple testing, which is used to identify intervals of the domain with statistical significance. Interval-wise testing was originally
developed for independent functional observations. The focus is now on dependent data. More specifically, consider situations where several
treatments are tested on the same subjects. In a comparison of treatments, the dependence between functions from the same subjects must be taken
into account. There are several alternatives: One is to only allow permutations that keep observations from the same subject together; another is
to make permutations of residual curves from a model with random subject effect. Different strategies are compared using simulated data, and the
method is used to compare the gait pattern of horses under different circumstances.

EO1129: Numerical and computational challenges in ML estimation of mixture models for analyzing diffusion MRI data

Presenter: Aymeric Stamm, Politecnico di Milano, Italy

Co-authors: Olivier Commowick, Simone Vantini, Simon Keith Warfield

Maximum likelihood estimators (MLE) are widely used for estimating parameters of a statistical model. In effect, MLEs have appealing properties
such as consistency, asymptotic normality and efficiency and their computation is conceptually trivial since it boils down to likelihood maximiza-
tion. The focus is on obtaining MLEs of mixture models from diffusion magnetic resonance imaging (dIMRI) data. The scope is to track water
in the brain subject to random diffusion motion. Mixture models are a natural choice since water is compartmentalized in impermeable substrates
with homogeneous diffusion. Complexity of dMRI data is then two-fold: (i) mixture models are non-linear and thus require an optimization step
for numerically approaching their ML estimator and (ii) signals are observed on a 3-dimensional grid with millions of pixels, on each of which the
numerical estimation needs to be performed. The optimization step has mainly been neglected in dMRI, which focuses on model specification and
acquisition. We emphasize that it is in fact essential as it completely determines the computational burden, which is a critical aspect when patients
lives are at stake, and it is key to guaranteeing that the numerical estimator benefits from the properties of the targeted ML estimator. Moreover,
we will show how the optimization problem can be efficiently solved by exploiting analytical properties of the likelihood rather than blindly feed
it into an optimizer.

E0037 Room S23 SOFTWARE DEVELOPMENTS TOWARD HIGH FREQUENCY DATA Chair: Nakahiro Yoshida

EO1360: ctsem: R software for continuous time structural equation modelling

Presenter:  Charles Driver, Max Planck Institute for Human Development, Germany

The ctsem software allows for the analysis of multiple subjects with repeated measurements of multivariate normal or binomial data, using Ornstein-
Uhlenbeck type continuous time dynamic models (linear stochastic differential equations) coupled with a measurement model. The major benefits
to such an approach in comparison to the more common and accessible discrete time vector autoregressive moving average type models are that
measurements need not be equally spaced in time, more parsimonious specifications of complex dynamics are possible, and measurement error
and structure can be accounted for. The models are estimated either with a frequentist structural equation modelling framework using the OpenMx
software, in which case random effects are possible only for intercept variables, or in a hierarchical Bayesian framework using the Stan software,
allowing for subject specific parameters drawn from an estimated population distribution. The effect of time varying covariates on the latent
processes may be assessed, as may the effect of time invariant covariates on subject level parameters.

EO0542: Stepwise estimation and assessment of Levy driven SDE

Presenter: Hiroki Masuda, Kyushu University, Japan

Estimation and assessment of Levy driven SDE observed at high frequency is considered, building on some quasi-likelihoods made through small-
time distributional approximation of the underlying statistical experiments. We present computer implementation by YUIMA package in R, as well
as a review of recently developed theoretical backgrounds. Some of them extend reach of existing methodologies, providing us with a higher and
deeper perspective for the underlying mechanisms of why those methodologies work well.

EO1063: Point process regression models in YUIMA project

Presenter: Lorenzo Mercuri, University of Milan, Italy

Co-authors: Nakahiro Yoshida

Estimation and simulation procedures of a point process regression model introduced recently and implemented in yuima package are reviewed.
The point process regression model can be seen as a generalization of a self-exciting point process, since it is possible to consider external covari-
ates in the intensity process. In financial the point processes have been used for modeling limit order book (LOB). The LOB is the central system
for aggregation of all buy and sell orders issued by traders. The description of LOBs dynamics using high-frequency data requires advanced math-
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ematical tools. In this context the point process regression model seems to be adequate to capture non-synchronicity, lead-lag and microstructure in
high-frequency data using the self-exciting structure of the point process and reproducing exogenous effects arising from the presence of external
covariates. After presenting the classes and methods available in yuima for the point process regression model, we apply them on a real LOB
problem.

EO1058: The Yuima framework for simulation and inference of stochastic processes and its GUI

Presenter:  Stefano Iacus, University of Milan, Italy

The Yuima package will be presented. It is a system of S4 classes and methods for the simulation and inference of stochastic processes including
stochastic differential equation with or without jumps, fractional Brownian motion, Poisson and general point processes, CARMA and COGARCH
processes. Yuima is a collaborative project and includes several simulation schemes as well statistical tools for quasi-maximum likelihood estima-
tion, model selection, hypotheses testing, change point analysis. It also includes methods of asymptotic expansion. Recently, the Yuima package
has been coupled with a graphical user interface, namely the YuimaGUI, which simplifies the usage of the package and allows for a complete flow
of analysis: from data ingestion, to model selection and/or estimation, and estimation.

EO547 Room Board meeting room I FLEXIBLE MODELS FOR MODERN ECONOMETRIC AND STATISTICAL ANALYSIS Chair: Hao Zhang

EO1498: Network vector autoregression

Presenter:  Rui Pan, Central University of Finance and Economics, China

Co-authors: Xuening Zhu, Guodong Li, Yuewen Liu, Hansheng Wang

A large-scale social network is considered with a continuous response observed for each node at equally spaced time points. The responses from
different nodes constitute an ultra-high dimensional vector, whose time series dynamic is to be investigated. In addition, the network structure is
also taken into consideration, for which we propose a network vector autoregressive (NAR) model. The NAR model assumes each node’s response
at a given time point as a linear combination of (a) its previous value, (b) the average of its connected neighbors, (c) a set of node-specic covariates,
and (d) an independent noise. The corresponding coefficients are referred to as the momentum effect, the network effect, and the nodal effect
respectively. Conditions for strict stationarity of the NAR models are obtained. In order to estimate the NAR model, an ordinary least squares type
estimator is developed, and its asymptotic properties are investigated. We further illustrate the usefulness of the NAR model through a number of
interesting potential applications. Simulation studies and an empirical example are presented.

EO1709: Combining subsample estimators in quantile regression

Presenter:  Keith Knight, University of Toronto, Canada

The aim is to explore the extent to which the classical regression quantile estimator can be “improved” by combining estimators from bootstrap
samples or subsamples. Such estimators can have the same asymptotic efficiency as the classical estimator while being more robust to small
changes in the data.

EO0596: Causality networks: Estimation and combination

Presenter: Roberto Panzica, Goethe University House of finance, Italy

Co-authors: Giovanni Bonaccolto, Massimiliano Caporin

Granger causality test is commonly used in finance for estimating the causality relationship-based network among financial assets. Nevertheless,
for investigating the comovement of assets, causality in the sense of Granger might not be the most appropriate tool as it focuses on mean
relationships. The econometrics literature includes generalizations of the Granger causality concept for investigating the causality across quantiles
of two distributions. However, this approach has never been considered to estimate a financial network. Moreover, the relationship in term of
contribution of these two forms of causality within a more general equilibrium model is unclear. Previous works are extended by introducing a
combination various causality networks within a standard multifactor model. The various networks will be considered as part of a more general
multiplex network. Our advantage is to provide a measure of the relevance of each layer within the assets interconnectedness. In the empirical
analysis we estimate the layers of the multiplex network by using the standard Granger causality and quantile Granger causality tests, using both
parametric and non-parametric methods. We point at showing both the relevance of quantile-based causality in network estimation and the role
played by alternative networks in a multifactor model accounting for asset interconnections.

EO1725: Robust dynamic conditional score models

Presenter: Mauro Bernardi, University of Padova, Italy

Dynamic conditional score models have been introduced as observation driven alternatives to more complex parameter driven state space models
which are optimal in the sense of reducing the local Kullback-Liebler divergence between the true and the model implied conditional density. We
apply the density power divergence approach of (1988) to robustify the dynamic conditional score equation to incidental influential observations
and outliers. The density power divergence approach minimises an appropriately modified divergence where an additional parameter controls for
the efficiency-robustness trade-off. Our approach combines the optimality of the score dynamics with the robustness properties of the class of M-
estimators and it is a viable alternative to the Student-¢ approach. The generality of the proposed approach is illustrated through several examples
of linear, non-linear and quantile regression.

EO431 Room 002 RECENT ADVANCES IN STATISTICAL GENETICS Chair: Wesley Thompson

EO0792: A novel Bayesian model for the local false discovery rate

Presenter:  'Wesley Thompson, Institute of Biological Psychiatry, Denmark

Classical multiple-comparison procedures tend to be underpowered in large-scale hypothesis testing problems. Procedures that control false
discovery rate are more powerful, yet treat all hypothesis tests as exchangeable, ignoring any auxiliary covariates that may influence the distribution
of the test statistics. A novel Bayesian semi-parametric two-group mixture model is proposed and a Markov chain Monte Carlo fitting routine for
a covariate-modulated local false discovery rate (cmfdr) is developed. The probability of non-null status depends on the covariates via a logistic
function and the non-null distribution is approximated as a linear combination of B-spline densities, where the weight of each B-spline density also
depends on the covariates. We illustrate our proposed methods on a schizophrenia genome wide association study. In particular, we demonstrate
that cmfdr dramatically improves power. We also show that the new approach fits the data closely, performing better than our previously proposed
parametric gamma model for the non-null density.

EO1071: Advanced methods in molecular quantitative trait loci mapping

Presenter: Alfonso Buil, Mental Health Center Sct. Hans, Denmark

The use of molecular phenotypes as gene expression, methylation or metabolic measurements to understand the biology underlying genetic as-
sociation results has increased largely in the last years. In this context, molecular Quantitative Trait Loci (QTL) mapping methods have become
widely needed. These methods are computationally challenging because they have to perform millions of test and millions of permutations to
assess statistical significance. This challenge is even harder when the samples include related individuals (as in family studies) where we have to

134 © CFE and CMStatistics networks. All rights reserved.



Saturday 10.12.2016 14:25 - 16:05 CFE-CMStatistics 2016 Parallel Session I — CFE-CMStatistics

take into account the non-independence between the samples. We present two methods to address these two challenges: 1) fastQTL is a fast an
accurate approach to map molecular phenotypes that uses a beta distributions trained from a few permutations to obtain adjusted p-values at any
level of significance with little computational cost; 2) ImmQTL is an approximate linear mixed model approach that allows fast and accurate eQTL
mapping in related samples. It uses a transformation of the data based on the spectral decomposition of the relationship matrix among samples to
move them to a space where they are independent and can be analyzed with the standard QTL mapping approach.

EO1325: Statistical characterisation of diffusion-based approaches in biological networks

Presenter:  Sergio Picart-Armada, Universitat Politecnica de Catalunya, Spain

Co-authors: Francesc Fernandez-Albert, Wesley Thompson, Alfonso Buil, Alexandre Perera-Lluna

Network analysis in computational biology pursues understanding experimental data in the context of known interactions between genes, proteins
or metabolites, aiming to unravel new interactions, find molecular signatures or characterise new mechanisms. The analysis of diffusion processes
in these networks quantifies how a perturbation starting at some seed nodes (e.g. downregulated genes) propagates to the rest of biological entities
- ultimately identifying affected subnetworks. Diffusion-based approaches are robust to the noisy nature of experimental data and the presence of
spurious associations in the knowledge model, but they are inherently related to the topology of the network. We analyse the statistics of diffusion
scores through the introduction and characterisation of null models. We explore (1) the influence of topology, (2) the impact that the distribution of
seed nodes has on the diffusion scores, (3) possible hypotheses testing on single nodes or whole subnetworks and (4) the definition of biologically
sound null models. We find that the network architecture leverages the diffusion states and that the topological features of the nodes are reflected in
their null distribution. Furthermore, nodes with correlated null distributions are prone to share biological functions. On the other hand, the success
of hypotheses testing or subnetwork selection also depends on the seed nodes distribution and the formulation of the null model.

EP734 Room Hall POSTER SESSION III Chair: Stella Hadjiantoni

EP1378: A comparative study on time series forecasting in telecommunications

Presenter: Irene Castro-Conde, Optare Solutions S.L., Spain

Co-authors: Marta Cousido Rocha, Javier Roca Pardinas, Antonio Vidal Vidal

Telecommunications service providers have large quantities of historical data that could assist them to manage their business. In this sense, time
series forecasting can assist decision making in marketing, planning or network management. In particular, we analyse real mobile daily data of
a middle size operator corresponding to the number of people who left the company (churn) over the last four years. This is a problem of great
interest since it is much cheaper to retain an existing customer than to acquire a new one and therefore retention strategies have to be developed
in advance to avoid the churn. The time series under analysis presents multiple challenging characteristics such as multiple seasonalities and the
influence of holidays and business cycle. The aim is to select the most suitable model in order to predict the next month occurrences. To this end we
compare different methodologies which range from more classical approximations like ARIMA or Generalized Additive Models (GAM) to more
general regression purpose methods like Recursive Partitioning Trees and Neural Networks. In order to do feature selection, parameter tuning and
evaluate the results, three different error measures (MAE, RMSE and MASE) will be computed in a moving window validation scheme.

EP1388: Another look at the value of individual labor income

Presenter:  Jan Voelzke, University of Muenster, Germany

Co-authors: Till Weigt

Human capital is considered as relevant in many asset pricing models, and for most people the individual human capital is by far the largest asset
they possess. However, there is only little effort done to empirically determine the value of individual human capital. Avant-garde research is taken
as starting point and price intervals for cash-flows created by individual labor income are provided. The aforementioned research is developed
further in two points. Firstly, instead of pricing from the view of the individual and focusing on an individual stochastic discount factor, we use
a national consumption-based market-wide stochastic discount to analyze prices that could be expected on financial markets for a corresponding
human capital contract. Secondly, we use the substantial gain loss ratio instead of Sharpe-ratio to calculate good deal bounds. The proposed
procedure is applied to German and US data.

EP1473: Marginal expected shortfall as a systemic risk measure: The Czech PX index case study

Presenter: Radek Hendrych, Charles University, Czech Republic

The systemic risk is undoubtedly an important concept employed in the framework of modern risk regulatory systems as are Basel III in finance
or Solvency II in insurance. We primarily concentrate on a particular quantitative approach to measuring the systemic risk, which seems to be a
significant risk in today’s financial world (not solely in banks and insurance companies). The marginal expected shortfall measure is based on the
well-known concept of the expected shortfall. More specifically, it can be regarded as a conditional version of the expected shortfall in which the
global returns exceed a given market drop. We shall demonstrate that the marginal expected shortfall is a useful risk measure, when the systemic
risk is analysed by studying the Czech data represented by the Prague Stock Exchange index and its constituents. The corresponding modelling
scheme is introduced and discussed. It is supplemented in such a way that one can describe time-varying dependencies using the multivariate
GARCH modelling class. Moreover, such an econometric approach enables to forecast the capital shortfall over a potentially long period (e.g. a
quarter or six months), which might be truly useful in financial and insurance practice.

EP1628: Modeling financial returns in different regions with a regime switching regular vine copula.

Presenter:  Artur Machno, AGH University of Science and Technology, Poland

Co-authors: Henryk Gurgul

The dependence structure of financial returns can be defined in different ways. The multivariate distribution of the univariate residuals is analyzed.
Those distributions are described by multivariate vine copulas. Dependences are analyzed in terms of time and geography. Time variability is
introduced by Markov regime switching component. Additionally, results for different regions are compared. Expected shortfall and value at risk
are investigated in addition to differences between copulas and regime variables between regions.

EP1662: Modelling seasonality with long seasonal period

Presenter:  Jiri Prochazka, University of Economics, Prague, Czech Republic

Co-authors: Samuel Flimmel

The main aim is the discussion of different methods used for modeling seasonality with long seasonal periods. A special focus is given on
procedures based on the representation of the seasonal pattern using basis functions. Advantages and disadvantages of the various methods are
discussed. Specifically, the most commonly used methods for modeling seasonality with short seasonal periods are shown not to be appropriate in
the case of long seasonal periods since they can suffer from overparametrization if a sufficient number of observations is not available for the model
estimation. On the other hand, the decomposition of the seasonal pattern using different types of basis functions is argued to provide a potential
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remedy for modeling seasonality with long seasonal periods in the case of a small number of observations. The study is supported with illustrations
that make use of simulated as well as real-life data sets.
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CO273 Room 104 REAL-TIME DATA ANALYSIS Chair: Dean Croushore

C00216: Improving model-based near-term GDP forecasts by subjective forecasts: A real-time exercise for the G7 countries

Presenter:  Jasper de Winter, De Nederlandsche Bank, Netherlands

The aim is to investigate to what extent it is feasible to improve model-based near-term GDP forecasts by combining them with judgmental
(quarterly) forecasts by professional analysts (Consensus survey) in a real-time setting. Our analysis covers the G7 countries over the years 1999-
2013. We consider as combination schemes the weighted average and the linear combination. Incorporating subjective information delivers sizable
gains in forecasting ability of statistical models for all countries except Japan in 1999-2013, even when subjective forecasts are somewhat dated.
Accuracy gains are much more pronounced in the volatile period after 2008 due to a marked improvement in predictive power of Consensus
forecasts. Since 2008, Consensus forecasts are superior at the moment of publication for most countries. For some countries Consensus forecasts
can be enhanced by model-based forecasts in between the quarterly release dates of the Consensus survey, as the latter embody more recent monthly
information.

CO0350: The effects of CBS revisions on CPB forecasts

Presenter: Adam Elbourne, CPB Netherlands Bureau for Economic Policy Analysis, Netherlands

Co-authors: Kasia Grabska, Henk Kranendonk, Jason Rhuggenaath

The uncertainty caused by data revisions is put into perspective by asking how different CPBs forecasts would have been based on revised data.
Over the period 2004-2014 GDP growth (quarter on quarter) was typically revised upwards on average 0.1 percentage points with a standard
deviation of 0.2 percentage points from the 1st to the second estimate of the quarterly growth rates. Secondly, we look how a typical revision would
change our published forecasts. Our measure of a typical revision takes into account the observed cross correlation between the components of
GDP, for example when GDP is revised upwards consumption is also revised upwards. A typical GDP revision in the last quarter of this year would
increase our GDP forecast for next by 0.23 percentage points. Finally, we use our measure of the sensitivity of our published forecasts to typical
revisions to get an idea of the importance of uncertain national accounts data for our overall forecast error. For the period 2004-2014 the root mean
square forecast error for our CEP forecast would decline from 0.65 percentage points to about 0.51 percentage points if our forecasts were based
on definitive rather than provisional estimates of the national accounts. Thus, the majority of our forecast error can be attributed to other sources of
uncertainty.

CO0373: Improving GDP measurement further: Data revisions with news-noise measurement errors

Presenter: Samad Sarferaz, ETH Zurich, Switzerland

Co-authors: Jan Jacobs, Jan-Egbert Sturm, Simon van Norden

Recently a new measure of historical U.S. GDP growth (GDPplus) was proposed adopting a measurement-error perspective. By distinguishing
news and noise measurements errors and allowing for data revisions, we propose a new measure for U.S. GDP growth and compare its dynamic
properties to GDPplus.

CO1697: Fiscal forecasts at the FOMC: Evidence from the Greenbooks

Presenter: Dean Croushore, University of Richmond, United States

New data set of fiscal policy forecasts and estimates prepared for the FOMC are used to understand how they have influenced U.S. monetary policy.
We find limited evidence of forecast bias and that the forecasts contain useful information beyond that in the CBO’s forecasts. Forecast errors for
the fiscal variables have been only weakly correlated with forecast errors for inflation and output growth, but those for the budget surplus are much
more highly correlated with those for the unemployment rate and the output gap. Some fiscal variables can also account for a significant fraction
of the “exogenous” changes in the federal funds rate target previously studied, which is consistent with the Board’s statements on the importance
of fiscal policy.

CO501 Room 105 MANAGING LIQUIDITY RISK Chair: Gaelle Le Fol

C00258: Event-studies and (endogenous) zero returns

Presenter: Fabrice Riva, Universite Paris-Dauphine, France

Co-authors: Laurent Deville, Juan Raposo

Zero returns are a pervasive phenomenon on stock markets. Failure to account for their potential endogeneity leads to (OLS) market model
parameter estimates that are systematically biased. Taking the view that zero returns endogenously arise from implicit transaction costs, we estimate
the parameters of stocks true return-generating process using a latent variable estimation technique. We test the usefulness of our approach in the
context of event-studies. Based on a previous simulation framework, we show that our new estimates lead to better specification and increased
power for statistical tests of abnormal returns.

CO0604: A self-exciting model of mutual fund flows

Presenter: Ran Sun, University of Paris-Dauphine, France

Dynamics of mutual funds flows are studied with a unique private database provided by several french asset management firms. This database
covers a large range of funds with different characteristics. Compared to the other public available databases of fund flows, our database gives more
information which allow us to understand better the mutual funds clients investing decision making. One important characteristic is the frequency
of fund flows. We use a discrete counting process to model this flow frequency. Some stylized facts of the data are discovered; among them the
self exciting property is a substantial one. In line with literature, this self exciting property indicates the correlation nature of funding liquidity. In
a financial point of view, we give an analysis of client risk of mutual funds; in a statistical point of view, our model estimates more accurately tail
risk of fund flows.

CO1446: Financial market liquidity: Who is acting strategically

Presenter:  Gaelle Le Fol, Universite Paris - Dauphine, and CREST, France

In a new environment where liquidity providers as well as liquidity consumers act strategically, understanding how liquidity flows and dries-
up is key. We propose a model that specifies the impact of information arrival on market characteristics, in the context of liquidity frictions.
We distinguish short-lasting liquidity frictions, which impact intraday prices, from long-lasting liquidity frictions, when information is not fully
incorporated into prices within the day. We link the first frictions to the strategic behavior of intraday liquidity providers and the second to the
strategic behavior of liquidity consumers, i.e. long-term investors who split up their orders not to be detected. Our results show that amongst
61% of the stocks facing liquidity problems, 57% of them point up liquidity providers as the sole strategic market investor. Another 27% feature
long-term investors as the single strategic player, while both liquidity providers and liquidity consumers act strategically in the remaining 16%.
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This means that 43% of these stocks are actually facing a slow-down in the information propagation in prices, which thus results in a significant
decrease of (daily) price efficiency due to long-term investors’ strategic behavior.

CO1576: Multivariate Hawkes processes: A microscope for high-frequency order book dynamics

Presenter: Marcello Rambaldi, CMAP - Ecole Polytechnique, Palaiseau, France, France

Co-authors: Emmanuel Bacry, Fabrizio Lillo

The aim is to show that multivariate Hawkes processes coupled with the recent non-parametric estimation procedure previously proposed can be
successfully used to study complex interactions between the time of arrival of orders and their size, observed in a limit order book market. We apply
this methodology to high-frequency order book data of futures traded at EUREX. Specifically, we demonstrate how this approach is amenable not
only to analyse interplay between different order types (market orders, limit orders, cancellations) but also to include other relevant quantities,
such as the order size, into the analysis, showing also that simple models assuming the independence between volume and time are not suitable to
describe the data.

CO297 Room 112 MACROECONOMETRICS AND TIME SERIES Chair: Matteo Barigozzi

CO0301: Quantile factor models

Presenter:  Jesus Gonzalo, University Carlos III de Madrid, Spain

Co-authors: Juan jose Dolado, Liang Chen

A novel concept is introduced: Quantile Factor Models (QFM), where a few unobserved common factors may affect all parts of the distributions
of many observed variables in a panel data set of dimension NxT' . When the factors affecting the quantiles also affect the means of the observed
variables, a simple two-step procedure is proposed to estimate the common factors and the quantile factor loadings. Conditions on N and T ensuring
uniform consistency and weak convergence of the entire quantile factor loadings processes differ from standard conditions in factor-augmented
regressions with smooth object functions. Based on these results, we show how to make inference on the quantile factor loadings in a location-scale
shift factor model. When factors affecting the quantiles differ from those affecting the means of the observed variables, we propose an iterative
procedure to estimate both factors and factor loadings at a given quantile. Simulation results confirm a satisfactory performance of our estimators
in small to moderate sample sizes. In particular, it is shown that the iterative procedure can consistently estimate common factors that cannot be
captured by PC estimators. Empirical applications of our methods to stocks and mutual fund returns are considered.

CO0646: A general inversion theorem with applications to integrated processes

Presenter: Paolo Paruolo, European Commission Joint Research Centre, Italy

Co-authors: Massimo Franchi

The aim is to present generalizations of Granger’s Representation Theorem for I(1) processes and of Johansen’s Representation Theorem for 1(2)
processes to processes integrated of any order. These generalizations exploit novel results on the inversion of matrix functions that are singular at a
given point (labelled extended local rank factorization, ELRF) to provide extensions and a unifying approach to alternative representations of linear
systems integrated of any order. In particular, for linear systems integrated of any order, the ELRF gives explicit expressions for the coefficients
of the vector AutoRegressive and Equilibrium Correction representations in terms of their Moving Average representation. Vice-versa, for vector
AutoRegressive processes, it gives explicit expressions for the coefficients of the Moving Average and the Common Trends representations. The
elrf encompasses earlier inversion results for I(1) and I(2) autoregressive systems, and it is shown to be related to the Jordan pairs, Jordan chains
and the local Smith form; this allows us to provide explicit links to previous representations.

CO0655: Impulse response estimation by smooth local projections

Presenter:  Christian Brownlees, UPF, Spain

Co-authors: Regis Barnichon

Vector autoregressions (VAR) and local projections (LP) are well established methodologies for the estimation of impulse responses (IR). These
techniques have complementary features: the VAR approach is more efficient when the model is correctly specified whereas the LP approach is less
efficient but is more robust to model misspecification. We propose a semi-parametric impulse response estimator, called smooth local projections
(SLP), that attempts to strike a balance between these two extremes. The procedure consists of using local projections under the constraint that the
IR is a smooth function of the forecast horizon. Inference is carried out using semi-parametric techniques based on B-splines, and the IR can be
estimated by standard (ridge) regression. We also show how SLP may be used in conjunction with common identification schemes such as timing
restrictions or instrumental variables to recover structural IRs. We apply our technique to study the effects of monetary shocks and show using
out-of-sample validation criteria that smooth local projections provide more precise IR estimates than VAR and LP.

CO1261: Sentiments in the times of crisis

Presenter:  Antonio Conti, Universite Libre de Bruxelles, Italy

Co-authors: Matteo Barigozzi, Fabrizio Venditti

The role of sentiment shocks on US economy are evaluated focusing on the impact on both financial and real variables.To understand whether
these effects are constant over time we estimate a Structural VAR model with kernel smoothing to allow for time-variation in the transmission of
structural shocks, providing the proper framework for analyzing the Great Financial Crisis of 2007-09. Identification relies on the maximization
variance method which allows for disentangling sentiment shocks from financial ones, the latter modeled as stock prices, credit or house prices
shocks. We show that sentiment shocks (i) display indeed time-varying effects on consumption, investment and output (ii) raise their effects during
periods of crisis (iii) are at least as relevant as financial shocks for the US business cycle and (iv) they account for a large share of output and stock
prices dynamics in the Global Financial Crisis.
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CO0374: Global impact of US and euro area unconventional monetary policies: A comparison

Presenter: Marco Lombardi, Bank for International Settlements, Switzerland

Co-authors: Feng Zhu

The domestic and cross-border effects of US and euro area unconventional monetary policy measures are compared on 24 major advanced and
emerging economies, based on an estimated global vector error-correction model (GVECM). Unconventional monetary policies are measured using
shadow interest rates recently developed. Monetary policy shocks are identified using sign restrictions. The GVECM impulse responses suggest
that US unconventional monetary policy generally has stronger domes